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Executive Summary

Scientific evidence has established a solid linkvieen cardiac and respiratory
health risks and transient exposure to ambientdarécle pollution. The same fine
particles that are capable of penetrating deeptidungs are also in the size range that
is most efficient at absorbing and scattering Veslight, thus impairing visibility. The
emission sources, atmospheric chemistry, and nwtgpcal phenomena that influence
ambient concentrations of fine particle polluti@nact on scales that range from
hundreds to thousands of kilometers. Fine part@tesnot exclusively a secondary
pollutant; primary fine particle pollution from latsources can have a significant effect
on ambient concentrations in some locations. Far&gbes are also not exclusively a
summertime pollutant. There are important diffeesnbetween the meteorological and
chemical dynamics that are responsible for higa particle levels during summer and
winter.

In 1997, the U.S. Environmental Protection Agend$EPA) issued a national
ambient air quality standard (NAAQS) for fine palds with an aerodynamic diameter of
2.5 micrometers or less. In 1999, the USEPA fodldwp with the Regional Haze Rule
that enforces a national visibility goal laid ontthe Clean Air Act. This will ultimately
restore natural visibility to 156 national parkslamlderness areas across the country
(called “Class I” areas). To address these Claa@ét requirements, states will have to
develop State Implementation Plans (SIPs) detaiheg approaches for reducing fine
particle pollution to meet the health-based findiple NAAQS. They also must develop
plans that address the degradation of visibiligt #xists in various parts of the Northeast
(referred to as the Mid-Atlantic/Northeast Visibiliunion (MANE-VU) region). As part
of this process, the USEPA urges states to indlutleeir SIPs a conceptual description
of the pollution problem in their nonattainment aldss | areas. This document
provides the conceptual description of the findipalate and regional haze problems in
the MANE-VU states consistent with the USEPA’s guide.

Scientific studies of the regional fine particl®pilem have uncovered a rich
complexity in the interaction of meteorology angddgraphy with fine particle formation
and transport. Large scale high pressure systewesiog hundreds of thousands of
square miles are the source of classic severgéirtele episodes in the eastern United
States, particularly in summer. These large, sijogpale systems create particularly
favorable conditions for the oxidation of sulfupgide (SQ) emissions to various forms
of sulfate which, in turn, serves to form — ornsarporated into — fine particles that are
subsequently transported over large distancesesd hynoptic scale systems move from
west to east across the United States, bringingadiution emitted by large coal-fired
power plants and other sources located outside MAMENto the region. This then
adds to the pollution burden within MANE-VU on dayeen MANE-VU’s own air
pollution sources are themselves contributing tor@r quality. At times, the high
pressure systems may stall over the East for dagating particularly intense fine
particle episodes.

In the winter, temperature inversions occur thatedfective at concentrating
local primary particle emissions at the surfaceroight and during early morning hours.
This pollution can then be mixed into regionallgrtsported particle pollution (aloft) later
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in the morning when convection is restored. Addisilly, the lower temperature in the
winter can shift the chemical equilibrium in thenasphere slightly toward the
production of nitrate particle pollution relative sulfate formation. As a result, nitrate
can become a significant fraction of measured fiawticle mass in parts of the eastern
U.S. during winter months.

Primary and secondary emissions of carbon-conigicémpounds (e.g., diesel
exhaust, biogenic organic carbon emissions, arttr@mbgenic volatile organic
compound emissions) all contribute to a signifigangsence of carbonaceous aerosol
across the MANE-VU region, which can vary from urlta rural locations and on a
seasonal basis. In addition, short range pollutiansport exists, with primary and
precursor particle pollutants pushed by land, seaintain, and valley breezes that can
selectively affect relatively local areas. Witle tknowledge of the different emission
sources, transport scales, and seasonal meteotiolegyious locations adjacent to and
within MANE-VU, a conceptual picture of fine pafggpollution and its impacts
emerges.

The conceptual description that explains elevaggibnal PM s peak
concentrations in the summer differs significarfitym that which explains the largely
urban peaks observed during winter. On averagensurtime concentrations of sulfate
in the northeastern United States are more tharetthiat of the next most important fine
particle constituent, organic carbon (OC), and ntbaa four times the combined
concentration of nitrate and black carbon (BC) titurents. Episodes of high
summertime sulfate concentrations are consistehtstéagnant meteorological flow
conditions upwind of the MANE-VU region and the agwlation of airborne sulfate (via
atmospheric oxidation of S{followed by long-range transpat sulfur emissions from
industrialized areas within and outside the region.

National assessments have indicated that in theewyisulfate levels in urban
areas are higher than background sulfate levetsad¢he eastern U.S., indicating that the
local urban contribution to wintertime sulfate l&vis significant relative to the regional
sulfate contribution from long-range transport. étwork analysis for the winter of 2002
suggests that the local enhancement of sulfatebanuareas of the MANE-VU region
ranges from 25 to 40% and that the long-range pamsomponent of Pbj sulfate is
still the dominant contributor in most easternasti

In the winter, urban OC and sulfate each accouralbout a third of the overall
PM, s mass concentration observed in Philadelphia avd YXark City. Nitrate also
makes a significant contribution to urban P\fevels observed in the northeastern
United States during the winter months. Wintertecoacentrations of OC and nitrate in
urban areas can be twice the average regional stratiens of these pollutants,
indicating the importance of local source contribmos. This is likely because winter
conditions are more conducive to the formatioroohl inversion layers which prevent
vertical mixing. Under these conditions, emissitrom tailpipe, industrial and other
local sources become concentrated near the Eatbface, adding to background
pollution levels associated with regionally trangpd emissions.

From this conceptual description of fine partictélytion formation and transport
into and within MANE-VU, air quality planners netaldevelop an understanding of
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what it will take to clean the air in the MANE-Vi@gion. Every air pollution episode is
unique in its specific details. The relative imhces of the transport pathways and local
emissions vary by hour, day, and season. The ensaale weather patterns that affect
pollution accumulation and its transport underst¢besimportance of local (in-state)
controls for S@ nitrogen oxides (N¢) and volatile organic compound (VOC)
emissions. Larger synoptic scale weather pattamds pollution patterns associated with
them, support the need for $@nd NG controls across the broader eastern United
States. Studies and characterizations of noctilonalevel jets also support the need for
local and regional controls on $@nd NQ sources as locally generated and transported
pollution can both be entrained in low level jesgsnied during nighttime hours. The
presence of land, sea, mountain, and valley braedesate that there are unique aspects
of pollution accumulation and transport that amaaspecific and will warrant policy
responses at the local and regional levels beyantessize-fits-all approach.

The mix of emission controls is also important.gi®eal fine particle formation
is primarily due to S@ but NG is also important because of its influence on the
chemical equilibrium between sulfate and nitratdupion during winter. While the
effect of reductions in anthropogenic VOCs is sl characterized at this time,
secondary organic aerosol (SOA) is a major compooieime particles in the region and
reductions in anthropogenic sources of OC may laasignificant effect on fine particle
levels in urban nonattainment areas. Therefocengbination of localized NQand
VOC reductions in urban centers with additionab&@d NQ reductions from across a
larger region will help to reduce fine particlesigrecursor pollutants in nonattainment
areas as well improve visibility across the entieNE-VU region.
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1. INTRODUCTION

1.1. Background

Fine particle pollution is a persistent public tiegroblem in the Mid-
Atlantic/Northeast Visibility Union (MANE-VU) regin. Because of its physical
structure, fine particulate matter (Py can bypass conductive airways and deliver
exogenous materials, such as reactive organic clasrthat adsorb onto the particle
core, into the deep lurfgStudies of particulate matter (PM) in urban afesse found
associations of short- (daily) and long-term (arm@uma multiyear) exposure to airborne
PM as well as PMs with cardiopulmonary health outcomes. These effewtiude
increased symptoms, hospital admissions and emgrgeom visits, and premature
death (Popet al.2004).

In addition to health implications, visibility impenent in the eastern United
States is largely due to the presence of light#ddnsg and light-scattering fine particles
in the atmosphere. The United States Environméhtatection Agency (USEPA) has
identified visibility impairment as the best underd of all environmental effects of air
pollution (Watson, 2002). A long-established pbgbsand chemical theory relates the
interaction of particles and gases in the atmosptvith the transmission of visual
information along a sight path from object to obser

The Clean Air Act requires states that have areagydated “nonattainment” of
the fine particle national ambient air quality stard (NAAQS) to submit State
Implementation Plans (SIPs) demonstrating how filag to attain the fine particle
NAAQS.? The Clean Air Act also contains provisions foe tlestoration and
maintenance of visibility in 156 federal Classéas® SIPs for dealing with visibility
impairment (or regional haze) must include a lomgrt emissions management strategy
aimed at reducing fine particle pollution in theseal areas.

As part of the SIP process for both of these aalijuissues, the USEPA urges
states to include a conceptual description of tiieifion problem. The USEPA has
provided guidance on developing a conceptual detswni, which is contained in
Chapter 11 of the document “Guidance on the Uddarfels and Other Analyses for

! PM, 5 or “fine particles” refer to those particles with a diamet@r5 micrometersym).

2The 1997 PMs NAAQS includes a requirement that the three-year averageaofyannual average
PM, 5 design values must be below 15 pjamd a requirement that the three-year average of the 98
percentile 24-hour average concentration must be below 8% tii October 2006, the USEPA acted to
change the daily standard (9gercentile value based on valid 24-hour average concensatieasured at
a site) from 65 to 35 ugfn

% The Class | designation applies to national parks exceé¢d@ acres, wilderness areas and national
memorial parks exceeding 5,000 acres, and all internatioria fheat were in existence prior to 1977. In
the MANE-VU area, this includes: Acadia National Park, MaBrggantine Wilderness (within the Edwin
B. Forsythe National Wildlife Refuge), New Jersey; Greaf @lilderness, New Hampshire; Lye Brook
Wilderness, Vermont; Moosehorn Wilderness (within theobtdhorn National Wildlife Refuge), Maine;
Presidential Range — Dry River Wilderness, New HampshieRamsevelt Campobello International
Park, New Brunswick.
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Demonstrating Attainment of Air Quality Goals for@he, PM 5, and Regional Haze”
(EPA-Draft 3.2, September 2006) (Appendix A of tléport reproduces Chapter 11 of
the USEPA guidance document). This report providlesMANE-VU states with the
basis for their conceptual descriptions, consisietit the USEPA’s guidance. In the
guidance, the USEPA recommends addressing 13 qossglated to Pl and eight
guestions related to visibility to help define fireblem in a nonattainment or Class |
area. This report addresses these questions, basywbvides some in-depth data and
analyses that can assist states in developing paraledescriptions tailored to their
specific areas.

1.2. PM Formation

Fine particles directly emitted into the atmosphamecalled “primary” fine
particles, and they come from both natural and hustairces. These fine particles
commonly include unburned carbon particles direettytted from high-energy
processes such as combustion, and particles eragtedmbustion-related vapors that
condense within seconds of being exhausted to andie Combustion sources include
motor vehicles, power generation facilities, indiastacilities, residential wood burning,
agricultural burning, and forest fires.

Fine particles are also comprised of “secondamyg fparticles, which are formed
from precursor gases reacting in the atmosphetterough the addition of PM to pre-
existing particles. Although direct nucleation frdine gas phase is a contributing factor,
most secondary material accumulates on pre-exigangcles in the 0.1 to
1.0 micrometer (um) range and typically accountfaignificant fraction of the fine PM
mass. Examples of secondary particle formatiorushelthe conversion of sulfur dioxide
(SO to sulfuric acid (HSOy) droplets that further react with ammonia ()b form
various sulfate particles (e.g., ammonium sulfatid4),SO,, ammonium bisulfate
(NH4HSOy), and letovicite ((NH)3sH(SOy),). The dominant source of S@missions in
the eastern U.S. is fossil fuel combustion, pritgaat coal-fired power plants and
industrial boilers. Similarly, secondary B¥is created by the conversion of nitrogen
dioxide (NQ) to nitric acid (HNQ) which reacts further with ammonia to form
ammonium nitrate (NENOs) particles. Nitrate particles are formed from M@x
emitted by power plants, automobiles, industrialdss, and other combustion sources.
Nitrate production in the northeastern U.S. is amiaxdimited and controlled by the
availability of sulfate and temperature, especialtyng the East Coa$ivhile human
sources account for most nitrate precursors irmtimosphere, there are some natural
sources, including lightning, biological and abmitmal processes in soils, and
stratospheric intrusion. Large sources of ammonsz drom major livestock production
and fertilizer application throughout the Midwesylf Coast, mid-Atlantic, and
southeastern United States, in addition to theca&suof ammonia associated with human
activities.

The carbon fraction of fine PM may refer to blaeklmon (BC) and primary
organic and/or secondary organic carbon (OC). Mtzstk carbon is primary, which is

* Ammonia reacts preferentially with sulfuric acid, andlifficient excess ammonia is available, it can then
combine with nitric acid to form particulate nitrate.
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also sometimes referred to as elemental carbon dEE)ot. Black carbon is the light-
absorbing carbonaceous material in atmospherifegicaused by the combustion of
diesel, wood, and other fuels. Organic carbon ohetuboth primary emissions and
secondary organic PM in the atmosphere. Secondgan particles are formed by
reactions involving volatile organic compounds (V&)Gwhich yield compounds with
low saturation vapor pressures that nucleate acdease on existing particles at ambient
temperature. Organic carbon in both the gas and gbbase is emitted by automobiles,
trucks, and industrial processes, as well as byyrhges of vegetation. The relative
amounts of organic carbon from different sourcesaia highly uncertain, and data are
needed to be able to assess the relative contibafiprimary versus secondary and
anthropogenic versus biogenic production.

1.3. PM Impacts on Visibility

Under natural atmospheric conditions, the viewhm éastern United States would
extend about 60 to 80 miles (100 to 130 kilomet@viIim, 2000). Unfortunately, views
of such clarity have become a rare occurrencedrctist. As a result of man-made
pollution, the average visual range in the eadtaihof the country has diminished to
about 15-30 miles, approximately one-third the aigange that would be observed
under unpolluted natural conditions.

In general, the ability to see distant featuresa stenic vista is determined less by
the amount of light reaching the observer tharhigycontrast between those features and
their surroundings. For example, the illuminatadra light bulb in a greenhouse is
barely discernible on a sunny day but would be Igigtsible at night. Similarly, a
mountain peak is easily seen if it appears reltigark against the sunlit sky. If, on the
other hand, a milky haze “fills” the space betwdenobserver and the mountain peak,
the contrast between the mountain and its backgraidiminished as both take on a
similar hue (Figure 1-1).

Figure 1-1. View of a good visibility day (left) ad a poor visibility day (right) at
Acadia National Park, Maine in June 2003.

Source: CAMNET http://www.hazecam.net

In simple terms, this hazy effect occurs when sipaiticles and certain gaseous
molecules in the atmosphere absorb or scattereibght, thereby reducing the amount
of visual “information” that reaches the observérhis occurs to some extent even under
natural conditions, primarily as a result of thghti scattering effect of individual air
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molecules (known as Rayleigh scatterjrand of naturally occurring aeros8lsThe
substantial visibility impairment caused by manmpdBution, however, is almost
entirely attributable to the increased presendiefparticles in the atmosphete.

Figure 1-2 presents a simplified schematic of tlag wuch small particles interact
with packets of light or “photons” as they travedrh a distant object to an observer.
Along the way, particles suspended in the air agftedt or scatter some of the photons
out of the sight path. Intervening particles clo @bsorb photons, similarly removing
them from the total amount of light reaching theeafver.

Figure 1-2. Schematic of visibility impairment dueto light scattering
and absorption (adapted from Malm, 2000).

) s

Light from clouds
scattered into
sight path
\ Light absorbed
(]
—— .

Sunlight
scattered

Light reflected Image-forming
from ground light scattered
scattered into out of sight path
sight path

® Because air molecules more effectively scatter light of short egttls (i.e., blue light), Rayleigh
scattering explains the blue color of the sky.

® Atmospheric aerosol is a more general term for fine@estisuspended in the atmosphere and refers to
any particle (solid or liquid) that is suspended in timeosphere.

The only light-absorbingaseougpollutant present in the atmosphere at significant cure#ons is
nitrogen dioxide (N@). However, the contribution of NQo overall visibility impacts in the Northeast is
negligible and hence its effects are not generally includéusrdiscussion or in standard calculations of
visibility impairment.
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At the same time, particles in the air can scéityét into the sight path, further
diminishing the quality of the view. The extransdight can include direct sunlight and
light reflected off the ground or from clouds. Bese it is not coming directly from the
scenic element, this light contains no visual infation about that element. When the
combination of light absorption and light scattgr{poth into and out of the sight path)
occurs in many directions due to the ubiquitous@nee of small particles in the
atmosphere, the result is commonly described az="ha

1.4. PM, 5 Design Values in the MANE-VU Region

SIP developers use monitoring data in several ilapbivays to support SIP
activities. This section as well as Section 1é&spnt measurements from the FRM and
IMPROVE network needed in establishing SIP requests. Following USEPA
guidance (40CFR Part 50, Appendix N; USEPA, 20QB3EPA, 2003b), we use these
data to preview the Design Values and Baseline flond that SIP developers must
consider for each nonattainment area and Classl ar

The current annual fine particle National Ambiemt A@uality Standard was
established in 1997 at 1®/m’. To meet this standard, the 3-year average é's s
annual mean concentration must not be greaterttigievel. The current daily standard
was set at 6fig/nT at the 98 percentile level. To meet this standard, th& p&rcentile
value (of valid measurements recorded at a sitest mot be greater than this level. No
counties in MANE-VU have been designated nonattaimnfor the daily standard,
however, the USEPA has revised the NAAQS with resfmethe 24-hr average
concentrations and states will have to comply withnew standard (35g/m® at the 98
percentile level) within five years of designatiqegpected in 2010). Fine particle data
from the USEPA'’s Air Quality System (AQS) datab&meyears 2002 through 2004
were used to determine the attainment status oftororg sites in MANE-VU.

Table 1-1 shows a summary of areas found to extteednnual standard (no
areas exceed the daily standard). As tabulatedreds fail to achieve the annual
standard, with design values ranging from 15.10td @g/m®. The nonattainment areas
are concentrated in Pennsylvania and the coastahworridor. Sulfates and organic
carbon represent the largest contributors to thagefine particle levels.



PM, s and Regional Haze Air Quality Problems in the MAXE Region: A Conceptual Description

Table 1-1. 2004 PMs Design Value for Nonattainment Areas in MANE-VU

2004 Annual | 2004 24-hr

State(s) Nonattainment Area Design Value | Design Value
MD Baltimore 16.3 41
PA Harrisburg-Lebanon-Carlisle 154 41
PA Johnstown 15.3 40
PA Lancaster 16.8 42
PA Liberty-Clairton 20.4 65
MD Martinsburg, WV-Hagerstown 16.1 39
NY-NJ-CT New York-N. New Jersey-Long Island 16.8 50
PA-NJ-DE Philadelphia-Wilmington 154 39
PA Pittsburgh-Beaver Valley 16.5 45
PA Reading 16.1 42
DC-MD-VA |Washington, DC 15.1 42
PA York 16.9 43

1.5. Regional haze baseline conditions

The Regional Haze Rule requires states and trdsslimit plans that include
calculations of current and estimated baselineratdral visibility conditions. They will
use monitoring data from the IMPROVE program ashihgs for these calculations.
Table 1-2 and Table 1-3 present the five-year @yémaf the 20 percent worst day mass
concentrations and 20 percent best day mass coatiens respectively in six Class |
areas. Five of these areas are in MANE-VU and(8henandoah) is nearby but located
in a neighboring regional planning organization (Rfegion’ Table 1-4 and Table 1-5
give the corresponding worst day and best day ibutions to particle extinction for the
six Class | areas. Each of these tables showethgve percent contribution for all six
Class | sites. Sulfate and organic carbon domithetdine mass, with sulfate even more
important to particle extinction.

To guide the states in calculating baseline vatd@sconstructed extinction and
for estimating natural visibility conditions, theSBPA released two documents in the fall
of 2003 outlining recommended procedures (USEPA2PUSEPA 2003b). Recently,
the IMPROVE Steering Committee endorsed an altermatethod for the calculation of
these values. The IMPROVE alternative methods weeel, to create Table 1-6, which
provides detail on the uniform visibility goals fibre 20 percent worst conditions at the
six Class 1 areas.

8 Great Gulf calculations are based on four years of data (20®4)-2

° Note that values presented for Shenandoah, a Class | aheaMisibility Improvement State and Tribal
Association of the Southeast (VISTAS) region, are forgamative purposes only. VISTAS will determine
uniform rates of progress for areas within its region.

Page 1-6
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The first column of data in Table 1-6 gives theadative proposed natural
background levels for the worst visibility daysla¢se six sites. MANE-VU has decided
to use this approach, at least initially, for 28 planning purposes (NESCAUM,
2006). The second column shows the baseline hgibonditions on the 20 percent
worst visibility days. These values are based oRR@VE data from the official five-
year baseline period (2000-2004) and again werilzded using the IMPROVE
alternative approach. Using these baseline angaldiackground estimates, we derive
the uniform rate of progress shown in the thirdiomh’® The final column displays the
interim 2018 progress goal based on 14 years afawgment at the uniform rate.

Table 1-2. Fine mass and percent contribution foRO percent worst days

20% Worst-day Fine Mass gg/m3)/% contribution to fine mass
Site SO, NO3 oC EC Soll
Acadia 6.3/ 56% 0.8/ 7%| 3.2/ 28%| 0.4/ 4%| 0.5/ 5%
Brigantine 11.6/ 56% 1.7/ 8%)| 5.8/ 28%| 0.7/ 3%| 1/5%
Great Gulf 7.3/ 59% 0.4/ 3%| 3.8/ 31%| 0.4/ 3%| 0.6/ 5%
Lye Brook 8.5/58% 1.1/ 7%| 3.9/ 27%| 0.5/ 3%| 0.6/ 4%
Moosehorn 5.7/ 54% 0.7/ 7%| 3.4/ 32%| 0.4/ 4%| 0.4/ 4%
Shenandoah 13.2/ 6890.7/ 3%| 4.2/ 22%| 0.6/ 3%| 0.7/ 4%

Table 1-3. Fine mass and percent contribution foRO percent best days

20% Best-day Fine Mass;(g/m3)/% contribution to fine mass
Site SO, NO; OoC EC Soil
Acadia 0.8/42% 0.1/ 6%| 0.8/ 41%| 0.1/ 5% 0.1/ 6%
Brigantine 1.8/ 43% 0.5/ 11%| 1.5/ 35%| 0.2/ 6% 0.2/ 5%
Great Gulf 0.7/ 43% 0.1/ 7%| 0.7/ 40%| 0.1/ 5% 0.1/ 6%
Lye Brook 0.6/ 44% 0.1/ 11%| 0.4/ 33%| 0.1/ 5%| 0.1/ 7%
Moosehorn 0.8/37% 0.1/6%| 1/47%)| 0.1/5%| 0.1/ 5%
Shenandoah 1.4/ 45%0.5/ 16%| 1/29%/| 0.2/ 5%/ 0.2/ 5%

19We calculate the rate of progress as (baseline — natural bac#yfgfuto yield the annual deciview (dv)
improvement needed to reach natural background conditi®@6ih starting from the 2004 baseline.
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Table 1-4. Particle extinction and percent contrilition for 20 percent worst days
20% Worst-day particle extinction (Mm™) /% Contribution to particle extinction
Site SOy NO3 0oC EC Soll CM
Acadia 69.2/ 649 8/ 7%| 11.2/ 10%| 4.3/ 4% 0.5/ 0% 1.9/ 2%
Brigantine 127.1/ 66% 15.7/ 8%| 24.2/ 13% 7/ 4% 1/ 1% 5.4/ 3%
Great Gulf 76.6/68% 3/ 3%| 14.4/13%| 3.9/3% 0.6/ 1% 3/ 3%
Lye Brook 87.3/67% 9.1/ 7%| 15.3/12%| 4.8/ 4% 0.6/ 0% 1.8/ 2%
Moosehorn 58.5/ 60% 6.4/ 7%| 11.9/12%| 4.4/ 5% 0.4/ 0% 2.1/ 3%
Shenandoah| 155.5/ 7996 5.8/ 3%| 16.1/8%| 5.7/ 3% 0.7/ 0% 2.5/ 1%
Table 1-5. Particle extinction and percent contrilntion for 20 percent best days
20% Best-day particle extinction (Mmi®) /% Contribution to particle extinction
Site SOy NOs oC EC Soll CM
Acadia 6.8/28% 1.1/4%| 2.2/9%| 0.9/4%| 0.1/0%| 0.7/ 6%
Brigantine 14.8/35% 3.9/9%| 4.5/11%| 2.4/ 6%| 0.2/ 1%| 3.2/ 11%
Great Gulf 5.8/ 279 1/ 4% 2/9%| 0.8/ 4%| 0.1/0%| 0.9/8%
Lye Brook 4.4/ 23% 1.2/ 6%| 1.3/ 7%| 0.6/ 3%| 0.1/ 0%| 0.5/ 6%
Moosehorn 6.7/26% 1.1/4%| 3.1/12%| 1/4%| 0.1/0%| 1.1/8%
Shenandoah 11.2/ 36% 4.2/ 13%| 2.9/ 9%| 1.6/5%| 0.2/ 1%| 1.1/5%
Table 1-6. Natural background and baseline calcuteons for select Class | areas
20% Worst
20 % Worst Days Interim 20% Best
Days Natural | Baseline | Uniform Progress Days
Background 2000- Rate Goal 2018 Baseline
Site (dv) 04(dv) (dvlyr) (dv) 2000-04(dv)
Acadia 12.54 22.89 0.17 20.47 8.77
Brigantine 12.34 29.01 0.28 25.12 14.33
Great Gulf 12.12 22.82 0.18 20.32 7.66
Lye Brook 11.85 24.44 0.21 21.50 6.37
Moosehorn 12.10 21.72 0.16 19.48 9.15
Dolly Sods 10.45 29.05 0.31 24.71 12.28
James River Face 11.20 29.12 0.3( 24.94 14.2
Shenandoah 11.44 29.31 0.30 25.14 10.94
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As demonstrated in Table 1-2, the inorganic camestits of fine particles, sulfates
and nitrates are the dominant contributors to ilistampairment, accounting for about
80 percent of total particle extinction. WithiretMANE-VU sites, the relative split
between these two components is ~8 to 1 sulfatéreten(at Shenandoah, the average
20 percent worst day contribution of sulfates isremnore dominant). Carbonaceous
components account for the bulk of the remainingigla extinction, ranging from 12 to
nearly 20 percent, mostly in the form of organidbca. The remaining components add
little to the extinction budget on the worst daygh a few percent attributable to coarse
mass and around a half percent from fine soil.
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2. ADETAILED LOOK AT FINE PARTICLE POLLUTION
AND REGIONAL HAZE IN THE MANE-VU REGION

Developing a conceptual description of fine pagtigbliution or regional haze
requires combining experience and atmospheric-seierpertise with multiple data
sources and analysis techniques. This includesuregslata on ambient pollutant
concentrations as well as emission inventory andanelogical data, chemical transport
modeling, and observationally based models (NARSAGD3). Here, we begin with a
conceptual description based on the existing s@iehterature and regional data
analyses concerning RMand its effect on visibility. This includes numesoreview
articles and reports on the subject. Subsequemters review monitoring data,
emissions inventory information, and modeling resstd support the conceptual
understanding of regional fine particle pollutioegented here.

Most past assessments of fine particle pollutiath\asibility impairment have
tended to be national in scope. For purposes sfdiscussion, we have selectively
reviewed the literature in order to present anigsly eastern U.S. focus. While we
already know much about fine particle pollution amgibility impairment and their
causes in the MANE-VU region (see NESCAUM, 20010&INARSTO, 2003; Watson,
2002), significant gaps in understanding remairwaispect to the nitrate and organic
component of PMs. While research continues, we have assembleckibeant
information that is available to provide an ovewief our current understanding of the
regional context for PMs nonattainment and visibility impairment in the MEN/U
region.

2.1. Chemical composition of particulate matter in the ural MANE-
VU region

Sulfate alone accounts for anywhere from one-loatiivb-thirds of total fine
particle mass on high PMdays in rural areas of MANE-VU. Even on low PMlays,
sulfate generally accounts for the largest frac(@hpercent or more) of total fine
particle mass in the region (NESCAUM, 2001, 200&jifate accounts for a major
fraction of PM 5, not only in the Northeast but across the eadt@ited States
(NARSTO, 2003).

After sulfate, organic carbon (OC) consistentlyaots for the next largest
fraction of total fine particle mass. Its contriloumt typically ranges from 20 to 30 percent
of total fine particle mass on the days with thghleist levels of Pk The fact that the
contribution from organic carbon can be as higd@percent at the more rural sites on
low PM, s days is likely indicative of the role played byganic emissions from
vegetation (so-called “biogenic hydrocarbons”).

Relative contributions to overall fine particle mdsom nitrate (NG), elemental
carbon, and fine soil are all smaller (typicallyden 10 percent), but the relative ordering
among the three species varies with location aadms®e Figure 2-1 below, reflects the
difference between nitrate and organic contribwgitmrural fine particle concentrations
during different seasons (monitoring data for adddl sites in the MANE-VU region are
in Appendix B).
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Figure 2-1. Comparison of contributions during diferent seasons at Lye Brook
Wilderness Area on 20% worst visibility (high PM,5) days (2000-2003).
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Almost all particle sulfate originates from sulfilioxide (SQ) oxidation and
typically associates with ammonium (MHn the form of ammonium sulfate
((NH4)2SOy). Ninety-five percent of S£emissions are from anthropogenic sources
(primarily from fossil fuel combustion), while tmeajority of ammonium comes from
agricultural activities and, to a lesser extertrfrtransportation sources in some areas
(NARSTO, 2003).

Two major chemical pathways produce sulfate from BB@he atmosphere. In
the gas phase, production of sulfate involves th@adion of SQ to sulfuric acid
(H2SOy), ammonium bisulfate (NfHSQO,), or ammonium sulfate, depending on the
availability of ammonia (NB). In the presence of small wet particles (typycaluch,
much smaller than rain drops or even fog), a higfilicient aqueous phase process can
oxidize SQ to sulfate extremely quickly (~10 percent per hour)

Not only is sulfate the dominant contributor toefiparticle mass in the region, it
accounts for anywhere from 60 percent to almogied@ent of thelifferencebetween
fine particle concentrations and extinction onltwest and highest mass days at rural
locations in the northeast and mid-Atlantic std&=se Figure 2-2). Notably, at urban
locations such as Washington DC, sulfate accowntsrily about 40 percent of the
difference in average fine particle concentratifamghe 20 percent most versus least
visibility impaired days (NESCAUM, 2001).
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Figure 2-2. Comparison of species contributions obest and worst days
at Lye Brook Wilderness Area.
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2.2. Rural versus urban chemistry

Contributions to fine particle mass concentratiansural locations include long-
range pollutant transport as well as non-anthropiegeackground contributions. Urban
areas generally show mean PMevels exceeding those at nearby rural siteshén t
Northeast, this difference implies that local urlsantributions are roughly 25 percent of
the annual mean urban concentrations, with regiaeadsol contributing the remaining,
and larger, portion (NARSTO, 2003).

This rural versus urban difference in typical corications also emerges in a
source apportionment analysis of fine particleygah in Philadelphia (see Chapter 10
of NARSTO, 2003) using two different mathematicaldals, UNMIX and Positive
Matrix Factorization (PMF). This analysis prosgdadditional insight concerning
sources of fine particle pollution in urban arefthe densely populated coastal corridor
between Washington DC and New England. Specifictiig analysis found the
following apportionment of Pl mass in the study area:

* Local SQ and sulfate: ~ 10 percent
* Regional sulfate: ~ 50 percent

* Residual oil: 4-8 percent

* Soil: 6-7 percent

* Motor vehicles: 25-30 percent

The analysis does not account for biogenic sourkgh most likely are
embedded in the motor vehicle fraction (NARSTO,200The Philadelphia study
suggests that both local pollution from nearby sesrand transported “regional”

Page 2-3
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pollution from distant sources contribute to thghhsulfate concentrations observed in
urban locations along the East Coast on an annveahge basis. Summertime sulfate
and organic carbon are strongly regional in eastlemth America. Typically 75-95
percent of the urban sulfate concentrations and®@ercent of the urban OC
concentrations arise from cumulative region-widetabutions (NARSTO, 2003). Urban
air pollutants are essentially added on top of thigonal background. Nitrate plays a
noticeably more important role at urban sites camb@o northeastern and mid-Atlantic
rural monitoring sites, perhaps reflecting a greatatribution from vehicles and other
urban pollution sources (NESCAUM, 2001).

It is difficult to discern any significant meaniafout the cause of “excess” mass
from a single pair of sites. There are many factbat influence the concentrations at a
particular site and it is likely that for every paf sites that shows an urban excess, one
could find some pair of locations that might shamngthing similar to an urban
“deficit.” While paired sites from an urban anduaal location willtypically show
greater concentrations in the urban location anetdevels of pollution in rural areas,
great care must be exercised in the interpretati@my two-site analysis such as the
comparisons of speciated components ot PMesented here. Nonetheless, such
comparisons do provide a general feel for the glptbemical composition of PMin
the eastern U.S. and the relative differences @mabal composition between rural and
more urban locations. More detailed, “network”-e/i@nalyses (e.g., see NESCAUM
2004b; relevant sections are attached in Appenduxt@is report) indicate that the
results provided are not anomalous of typical udsavironments in the MANE-VU
region.

Figure 2-3 and Figure 2-4 compare two urban-ruagispof speciation monitors:
the New York nonattainment area (Elizabeth and @hgllew Jersey) and the Boston
metropolitan area (Boston and Quabbin Reservoisddehusetts). The first three sites
are Speciation Trends locations, while the Resesita is part of the IMPROVE
protocol network!

™ To provide a more direct comparison of the differences bettheemrban and rural sites, only those days
for which both monitors in a pair had data were usedr Beasonal averages were computed for 2002,
with seasons defined as winter (January, February, Decerspeng (March, April, May), Summer (June,
July, August) and Fall (September, October, November).Julas excluded from the analysis because the
Quebec forest fires affecting the region on that day woaNe llominated the summertime averages. The
major fine particle species categories considered included ammauifate, ammonium nitrate, organic
carbon, elemental carbon, and soil mass. The traditional a8suampbout these constituents were made;
all sulfate was fully neutralized and a multiplier of 1.dswised to account for mass of organic carbon. An
“other PM, s mass” category was created to delineate the difference betweénejravmass determined
from the Teflon filter and the reconstructed mass sum ohtligidual mass constituents. Where no

“other” mass is graphed, the sum of the species either equadadeeded the directly measured mass. No
adjustments were made to account for the different operatiefialtions of carbon between the

IMPROVE and STN networks. Average blank corrections wepdieapto all samples. In the case of New
York City, both rural and urban monitors were STN. ThstBn pair reflects not only inter-site

differences, but also differences in definition of orgaamid elemental carbon. However, the general
interpretation of the data differences remains consistent. Basedrrent understanding, the rural
elemental carbon would be even lower than what is showheograph if it were made consistent with the
STN definition of EC. Likewise, the organic carbon vakauld increase slightly for the rural value, as the
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Figure 2-3. New York nonattainment area (ElizabethNJ) compared
to an upwind background site (Chester, NJ)
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EC would be allocated to OC. The urban OC levels are sb gmeater than those in the rural area that a
slight increase in rural OC makes little difference.
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The urban-rural differences show consistency fdh bloe New York City
nonattainment area and Boston. On an annual ghalsplfate levels are comparable,
with increased mass loading at these urban sitesrdprimarily by differences in
nitrates and carbon with smaller differences inl*devels. One interesting aspect of this
comparison is the seasonal differences in the urba sulfate split. On an annual basis,
sulfate appears to be similar at urban and rucations (based on these two pair of
sites); however, during the colder months, the mhdfate levels are elevated relative to
the rural levels. This behavior is opposite dutimg summer. During the wintertime, the
Northeast urban corridor itself is a substantiairee of sulfur emissions. These local
emissions can be trapped near the surface duringititer and have a corresponding
higher impact on the urban area relative to thal rarea.

For both urban and rural areas, the summertime @&sare significantly
greater than wintertime concentrations. Althoughaxidation chemistry slows in
winter, the cooler temperatures change the phasandigs, driving more mass into the
condensed over the gas phase. This along with freqaent temperature inversions
(which limit atmospheric ventilation of the urbaoumdary layer) can lead to the
observed increases in the relative influence df leogjanic and nitrate levels during
winter months. EC, OC, and nitrate all are obsetedthve higher measured levels in the
urban area (but still lower than the comparablersemvalues measured at the same
sites), driven by local sources of these constitien

2.3. Geographic considerations and attribution of PM ¢haze
contributors

In the East, both annual average and maximum @iagyparticle concentrations
are highest near heavily industrialized areas apaifation centers. Not surprisingly,
given the direct connection between fine partidéysion and haze, the same pattern
emerges when one compares measures of light estinmh the most and least visibility
impaired days at parks and wilderness areas subjéetleral haze regulations in the
MANE-VU region (NESCAUM, 2001). An accumulation péarticle pollution often
results in hazy conditions extending over thousaidsjuare kilometers (kK
(NARSTO, 2003). Substantial visibility impairmentagrequent occurrence in even the
most remote and pristine areas of the MANE-VU ragdidESCAUM, 2001).

PM, s mass declines fairly steadily along a southwesbitheast transect of the
MANE-VU region. This decline is consistent withetexistence of large fine particle
emissions sources (both primary and secondarfeteauth and west of MANE-VU.
This trend is driven, in large part, by the markedthwest-to-northeast gradient in
ambient sulfate concentrations during three seasbtie year as illustrated in Figure
2-5. Wintertime concentrations, by contrast, arariare uniform across the entire
region. Figure 2-6 shows that on an annual basth, total PM s and sulfate mass are
highest in the southwestern portions of the MANE-kddion (note the different scales
for each pollutant). High concentrations of nigrahd organic particle constituents,
which play a role in localized wintertime BMepisodes, tend to be clustered along the
northeastern urban corridor and in other large udenters.
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Figure 2-5. 2002 Seasonal average pased on IMPROVE and STN data
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Figure 2-6. 2002 Annual average PWs, sulfate, nitrate and total carbon for
MANE-VU based on IMPROVE (I) and STN (S) data. PM s mass data
are supplemented by measurements from the FRM netwf (¢).
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While these figures provide some preliminary cohtexidentifying sources
contributing to the region’s particulate matter arsibility problems, they say nothing
about the relative efficiency of a state’s or reggcemissions in contributing to the
problem. It is clear that distance from the enoissisource matters. Local, nearby
sources are exceedingly important and sourcesmathout 200 km are much more
efficient (on a per ton emitted basis) at produ@ogution impacts at eastern Class |
sites such as Shenandoah National Park than ensssoomces farther away (USNPS,
2003). In general, the “reach” of sulfate air pobn resulting from S@emissions is
longest (650-950 km). The reach of ammonia emisstomeduced nitrogen relative to
nutrient deposition is the shortest (around 400, kmhjle oxides of nitrogen and sulfur
— in terms of their impacts with respect to acidéposition — have a reach between
550-650 km and 600-700 km, respectively (USNPS, 2003).

Monitoring evidence indicates that non-urban vigipimpairment in eastern
North America is predominantly due to sulfate pdes, with organic particles generally
second in importance (NARSTO, 2003). This makesesegiven the “long reach” of
SO, emissions once they are chemically transformealsotfate and given the ubiquitous
nature of OC sources in the East. The poorediiligiconditions occur in highly
industrialized areas encompassing and adjacehet®hio River and Tennessee Valleys.
These areas feature large coal-burning power sgtgieel mills, and other large
emissions sources. Average fine particle concaatraiand visibility conditions are also
poor in the highly populated and industrialized fAttantic seaboard but improve
gradually northeast of New York City (Watson, 2002)

A review of source apportionment and ensembledtajg analyses conducted by
USEPA (2003) found that all back trajectory analyse®astern sites associated sulfate
with the Ohio River Valley area. These studies alsofrequently able to associate other
types of industrial pollutants (e.g., copper orczgmelting, steel production, etc.) with
known source areas, lending credibility to theifpenance. Several studies in the
USEPA review noted transport across the Canadiarebpgecifically sulfates from the
midwestern United States into Canada, and smeltesens from Canada into the
northeastern United States.

A recent, comprehensive analysis of air qualityopgms at Shenandoah National
Park conducted by the U.S. National Park Service (USNB(g)Zocused on
contributions to particulate pollution and visibilimpairment south of the MANE-VU
region. In descending order of importance, the Banice analysis determined that
Ohio, Virginia, West Virginia, Pennsylvania, and Kigrky comprise the top five of 13
key states contributing to ambient sulfate conegiains and haze impacts at the park.
West Virginia, Ohio, Virginia, Pennsylvania, and Ki&cky comprise the top five
contributing states with respect to sulfur deposiimpacts at the park. Finally, Virginia,
West Virginia, Ohio, Pennsylvania, and North Car@hwere found to be the top five
states contributing to deposition impacts from @ed nitrogen at the park (USNPS,
2003).

In sum, the Park Service found that emission sodomaged within a 200 km
(125 mile) radius of Shenandoah cause greater Mgiand acidic deposition impacts at
the park, on a per ton basis, than do more distagsions sources (USNPS, 2003).
When mapping deposition and concentration pattemall three pollutants using
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contour lines, the resulting geographic pattermsha definite eastward tilt in the area of
highest impact. This is the result of prevailingavpatterns, which tend to transport
most airborne pollutants in an &érom the north-northeast to the east. The Park Servi
found, for example, that emissions originatinghie Ohio River Valley end up three
times farther to the east than to the west (USNPS3)200

The recent sulfate attribution work completed by N&VU (NESCAUM, 2006)
finds that a variety of different states contribtdebserved sulfate in rural locations
across the MANE-VU region, but that in the southwestions of the region,
neighboring RPOs contribute to a more significamrde relative to rural areas in the
Northeast. Figure 2-7 shows relative contributiohRPOs to sulfate at three MANE-
VU Class | areas and one VISTAS Class | area bas@dvanety of analysis methods.
Figure 2-8 shows the individual state contributitmsulfate at Brigantine Wilderness
Area on the New Jersey coast according to tagged3FXD modeling.

Figure 2-7. 2002 Annual average contribution to PMs sulfate as determined by
multiple analysis methods for four Class | areas sgnning MANE-VU and Virginia
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Figure 2-8. 2002 Annual average mass contributiolo PM, 5 at
Brigantine Wilderness in New Jersey (IMPROVE) and slfate contributions as determined by
tagged REMSAD model simulations (NESCAUM, 2006)
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2.4. CAIR Modeling

The CAIR modeling by the USEPA provides informationtbe upwind areas (by
state) contributing to downwind nonattainment for i MANE-VU counties. Table
2-1 presents the upwind states significantly cboting to PM s nonattainment in
counties within MANE-VU during 2001, according tigsificance criteria used by the
USEPA (USEPA, 2005, from Table VII-3). The statetetisin the table as significantly
contributing to downwind nonattainment in MANE-Vdunties include states outside of
MANE-VU, indicating the broad regional scale of &, 5 transport problem.
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Table 2-2 provides the maximum contribution frorolreatate to annual average
PM, s nonattainment in a downwind state (not necesseestricted to MANE-VU
nonattainment counties) based on CAIR modeling.
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Table 2-1. Upwind states that make a significantantribution to PM , 5 in each

downwind nonattainment county (2001 modeling).

Downwind

State/County Upwind States
DE | New Castle MD/DC Ml NY OH | PA | VA | WV

District of

DC | Columbia NC OH PA VA| WV
MD | Anne Arundel NC OH PA VAl WV
MD | Baltimore City | NC OH PA VAl WV
NJ | Union MD/DC| Ml NY OH | PA | WV
NY | New York MD/DC | OH PA WV
PA | Allegheny IL IN KY Ml | OH | WV
PA | Beaver IN Ml OH WV
PA | Berks MD/DC| MI NY OH | VA | WV
PA | Cambria IN MD/DC| Ml OH | WV
PA | Dauphin MD/DC| Mi OH VA | WV
PA | Delaware MD/DC Ml OH VA | WV
PA | Lancaster IN MD/DQ Ml NY |OH | VA |WV
PA | Philadelphia MD/DQ Ml OH VA | WV
PA | Washington IN KY Ml OH| WV
PA | Westmoreland IN KY MD/DC Ml | OH | WV
PA | York MD/DC | Ml OH VA | WV

Table 2-2. Maximum downwind PM s contribution (pug/m?®)

for each of the 37 upwind states (2001 data).

Maximum Maximum
Upwind Downwind Downwind
State Contribution Upwind State | Contribution
Alabama 0.98 Nebraska 0.07
Arkansas 0.19 New Hampshire <0.05
Connecticut <0.05 New Jersey 0.13
Delaware 0.14 New York 0.34
Florida 0.45 North Carolina 0.31
Georgia 1.27 North Dakota 0.11
Illinois 1.02 Ohio 1.67
Indiana 0.91 Oklahoma 0.12
lowa 0.28 Pennsylvania 0.89
Kansas 0.11 Rhode Island <0.05
Kentucky 0.9 South Carolina 0.4
Louisiana 0.25 South Dakota <0.05
Maine <0.05 Tennessee 0.65
Maryland/DC 0.69 Texas 0.29
Massachusetts 0.07 Vermont <0.05
Michigan 0.62 Virginia 0.44
Minnesota 0.21 West Virginia 0.84
Mississippi 0.23 Wisconsin 0.56
Missouri 1.07
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2.5. Seasonal differences

Eastern and western coastal regions of the Unitag@$Sand Canada show marked
seasonality in the concentration and compositidimef particle pollution, while central
interior regions do not (NARSTO, 2003). While MANRJ extends inland as far as the
Pennsylvania and Ohio border, the majority of,RMAAQS nonattainment areas and
Class | areas affected by the Regional Haze Rulten along the East Coast and thus
typically show strong seasonal influences. Maxinfiiy s concentrations typically
occur during the summer over most of the rural Neaist, with observed summer values
for rural areas in the region, on average, twios¢hof winter. In urban locations,
summertime and wintertime PMlevels are more comparable and whether one season
dominates over the other is more of a functiomtdr-annual variability of meteorology
and fire activity (i.e., summertime fire activitare push average PMvalues higher in
some years). As described below, the reason éowthtertime strength of PM levels
in urban areas is related to the greater concerat local pollution that accumulates
when temperature inversions are present, significéoosting the wintertime P4
levels. Winter nitrate concentrations are genetatiyer than those observed in summer
and, as mentioned above, urban concentrationsatjyppexceed rural concentrations
year-round. In addition, local mobile source cargoows in importance during
wintertime. Hence, in some large urban areas aadPhiladelphia and New York City,
peak concentrations of P can occur in winter.

The conceptual descriptions that explain elevaggibnal PM s peak
concentrations in the summer differs significafitym those that explain the largely
urban peaks observed during winter. On averagensurtime concentrations of sulfate
in the northeastern United States are more tharetihit of the next most important fine
particle constituent, OC, and more than four titescombined concentration of nitrate
and black carbon (BC) constituents (NARSTO, 20@pisodes of high summertime
sulfate concentrations are consistent with stagmetéorological flow conditions
upwind of MANE-VU and the accumulation of airborsdfate (via atmospheric
oxidation of SQ) followed by long-range transpast sulfur emissions from
industrialized areas within and outside the region.

National assessments (NARSTO, 2003) have indicatgdn the winter, sulfate
levels in urban areas are almost twice as higlraekgvound sulfate levels across the
eastern U.S., indicating that the local urban cbatron to wintertime sulfate levels is
comparable in magnitude to the regional sulfatdérdaution from long-range transport.
MANE-VU'’s network analysis for the winter of 2008ggests that the local
enhancement of sulfate in urban areas of MANE-VEbisiewhat less with ranges from
25 to 40% and that the long-range transport compoofeP M, 5 sulfate is still the
dominant contributor in most eastern cities.

In the winter, urban OC and sulfate each accourditbout a third of the overall
PM, s mass concentration observed in Philadelphia and Yaw City. Nitrate also
makes a significant contribution to urban P\fevels observed in the northeastern
United States during the winter months. Wintertimaaentrations of OC and N@n
urban areas can be twice the average regional satens of these pollutants,
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indicating the importance of local source contridmg (NARSTO, 2003). This is likely
because winter conditions are more conducive tddimeation of local inversion layers
that prevent vertical mixing. Under these condisioemissions from tailpipe, industrial,
and other local sources become concentrated ne&dtih’'s surface, adding to
background pollution levels associated with regilgrteansported emissions.

It is worth noting that while sulfate plays a siggant role in episodes of elevated
particle pollution during summer and winter montig processes by which sulfate
forms may vary seasonally. Nearly every sourceggmment study reviewed by
USEPA (2003) identified secondary sulfate originafirogn coal combustion sources as
the largest or one of the largest contributorsvierall fine particle mass in the region. It
often accounted for more than 50 percent obPMass at some locations during some
seasons. In a few cases, source apportionmenestigdintified a known local source of
sulfate, but most assessments (in conjunction battk trajectory analysis) have pointed
to coal-fired power plants in the Midwest as anam@nt source for regional sulfate.
Studies with multiple years of data have also teridedentify a distinguishable
chemical “signature” for winter versus summer sesrof sulfate, with the summer
version typically accounting for a greater sharewsdrall fine particle mass. Researchers
have speculated that the two profiles represenetemes in the chemical
transformation processes that occur in the atmasgdtetween the source regions where
emissions are released and downwind receptor Sitesiote that while coal combustion
is often referred to as the “sulfate source” beeaighe dominance of its sulfate
contribution, coal combustion is often a sourcsighificant amounts of organic carbon
and is usually the single largest source of sefar{ide) and other heavy metal trace
elements (USEPA, 2003).

Figure 2-9. Moving 60-day average of fine aerosatass concentrations
based on long-term data from two northeastern citie
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Figure 2-10. The 30-day average Pk concentrations from 8 northeastern cities during 202
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In general, fine particle concentrations in MANE-\Ae highest during the
warmest (summer) months but also exhibit a secgrnuizak during the coldest (winter)
months that can dominate during some years, p&atlgun urban locations. This
bimodal seasonal distribution of peak values iglilgapparent in Figure 2-9. The figure
shows the smoothed 60-day running average of famgcte mass concentrations using
continuous monitoring data from two northeastetiegiover a period of several years.

Figure 2-10 also demonstrates this bimodal patt&hmough slightly more
difficult to discern in just a single year’'s worthdata, a “W” pattern does emerge at
almost all sites across the region during 2002 thighwinter peak somewhat lower than
the summer peak at most sites. Urban monitorsiimwgton, Delaware and New
Haven, Connecticut have wintertime peak valuesaaaring those of summer.

In the summertime, MANE-VU sites repeatedly expsreesulfate events due to
transport from regions to the south and west. musuch events, both rural and urban
sites throughout MANE-VU record high (i.e., >15 pd) daily average P
concentrations. Meteorological conditions during summer frequently allow for
summer “stagnation” events when very low wind sgesmtt warm temperatures (upwind
and over MANE-VU) allow pollution levels to build ian air mass as it slowly moves
across the continent. During these events, atmosplhentilation is poor and local
emission sources add to the burden of transpoudbation with the result that
concentrations throughout the region (both rurdl arban) are relatively uniform.
Generally, there are enough of these events te dhie difference between urban and
rural sites down to less than 1 pd/during the warm or hot months of the year. As a
result, concentrations of fine particles aloft waften be higher than at ground-level
during the summertime, especially at rural monigrsites. Thus, when atmospheric
“mixing” occurs during summét mornings (primarily 7 to 11 a.m.), fine particle
concentrations at ground-level can actually ina@dase Hartford, CT or Camden, NJ in
Figure 2-11).

13 Here we define summer as May, June, July and August.
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Figure 2-11. Mean hourly fine aerosol concentratios during 2002 summer months

Fine Aerosol Diurnal Pattern at 18 MANE-VU Sites
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Figure 2-12. Mean hourly fine aerosol concentratios during 2002 winter months

Fine Aerosol Diurnal Pattern at 18 MANE-VU Sites
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During the wintertime, strong inversions frequertthp local emissions overnight
and during the early morning, resulting in elevaidaan concentrations. These
inversions occur when the Earth’s surface losesrtakeenergy by radiating it into the
atmosphere (especially on clear nights). The tésal cold, stable layer of air near the
ground. At sunrise, local emissions (both mobiid atationary) begin increasing in
strength and build-up in the stable ground laydri¢tv may extend only 100 meters or
less above the ground). Increasing solar radiatioimg the period between 10 a.m. and
noon typically breaks this cycle by warming thewgrd layer so that it can rise and mix
with air aloft. Because the air aloft during wirtik@e is typically less polluted than the
surface layer, this mixing tends to reduce growdll particle concentrations (see Figure
2-12). This diurnal cycle generally drives wintext particle concentrations, although
the occasional persistent temperature inversiorheae the effect of trapping and
concentrating local emissions over a period of ss\days, thereby producing a
significant wintertime pollution episode.

Rural areas experience the same temperature iouersut have relatively fewer
local emissions sources so that wintertime conagéofrs in rural locations tend to be
lower than those in nearby urban areas. Medium@mgirange fine particle transport
events do occur during the winter but to a fardegxtent than in the summertime. In
sum, it is the interplay between local and distmirces together with seasonal
meteorological conditions that drives the obse®edig/m® wintertime urban-rural
difference in PM s concentrations.

Visually hazy summer days in the Northeast can apgeite different from hazy
winter days. The milky, uniform visibility impairmé shown in Figure 2-13 is typical of
summertime regional haze events in the NortheasinD the winter, by comparison,
reduced convection and the frequent occurrenchailfosv inversion layers often creates
a layered haze with a brownish tinge, as showngnuréi 2-14. This visual difference
suggests seasonal variation in the relative carttah of different gaseous and particle
constituents during the summer versus winter mofNEESSCAUM, 2001). Rural and
inland areas tend not to experience these layexeel épisodes as frequently due to the
lack of local emission sources in most rural afgaeys with high wood smoke
contributions are an exception).

Overall (regional) differences in summer versustariparticle mass
concentrations and corresponding visibility impamnh(as measured by light extinction)
are largely driven by seasonal variation in sulfatess concentrations. This is because
winter meteorological conditions are less condutivéhe oxidation of sulfate from SO
(as borne out by the previously cited source appurient studies). In addition, seasonal
differences in long-range transport patterns fr@gwind SQ source regions may be a
factor.

The greater presence of nitrate during the cold@e#ss a consequence of the
chemical properties of ammonium nitrate. Ammoniadsmore weakly to nitrate than it
does to sulfate, and ammonium nitrate tends tediage at higher temperatures.
Consequently, ammonium nitrate becomes more stlddsver temperatures and hence
contributes more to PM mass and light extinction during the winter montlative to
the summer (NESCAUM, 2001).
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Figure 2-13. Summertime at Mt. Washington
Clean Day Typical Haze Event

Figure 2-14. Wintertime in Boston
Clean Day Typical Haze Event

2.6. Summary

The presence of fine particulate matter in amba@nsignificantly degrades
public health and obscures visibility during moattp of the year at sites across the
MANE-VU region. Particle pollution generally, ang sulfate component specifically,
constitute the principle driver for regional vidityi impacts. While the broad region
experiences visibility impairment, it is most sever the southern and western portions
of MANE-VU that are closest to large power plant,30urces in the Ohio River and
Tennessee Valleys.

Summer visibility impairment is driven by the preserf regional sulfate,
whereas winter visibility depends on a combinatbregional and local influences
coupled with local meteorological conditions (insiens) that lead to the concentrated
build-up of pollution.

Sulfate is the key particle constituent from thendfmoint of designing control
strategies to improve visibility conditions in thertheastern United States. Significant
further reductions in ambient sulfate levels ate@eable, though they will require more
than proportional reductions in $@missions.

Long-range pollutant transport and local pollutamissions are important,
especially along the eastern seaboard, so oneatsasiook beyond the achievement of
further sulfate reductions. During the winter mantim particular, consideration also
needs to be given to reducing urban sources gf SOx and OC (NARSTO, 2003) .
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3. MANE-VU EMISSION INVENTORY
CHARACTERISTICS FOR FINE PARTICLES

The pollutants that affect fine particle formatiemd visibility are sulfur oxides
(SOx), NOx, VOCs, ammonia (NgJ, and particles with an aerodynamic diameter less
than or equal to 10 and 2.5 pm (i.e., primary:Pdhd PM ). The emissions dataset
illustrated in this section is the 2002 MANE-VU ¥e&n 2 regional haze emissions
inventory. The MANE-VU regional haze emissionséantory version 3.0, released in
April 2006, has superseded version 2 for modelungpses.

3.1. Emissions inventory characteristics

3.1.1.Sulfur dioxide (SO,)

SO is the primary precursor pollutant for sulfatetmdes. Ammonium sulfate
particles are the largest contributor to RJvhass on an annual average basis at MANE-
VU nonattainment sites. It also accounts for nthea 50 percent of particle-related
light extinction at northeastern Class | areashenclearest days and for as much as or
more than 80 percent on the haziest days. Henceei®{8sions are an obvious target of
opportunity for both addressing Bi¥honattainment and for reducing regional haze in
the eastern United States. Combustion of coaltaral substantially lesser extent, of
certain petroleum products accounts for most aptigenic S@ emissions. In fact, in
1998 a single source category — coal-burning pgMarts — was responsible for two-
thirds of total S@ emissions nationwide (NESCAUM, 2001).

Figure 3-1 shows Semissions trends in MANE-VU statégxtracted from the
National Emissions Inventories (NEI) for the yed896, 1999 (MARAMA, 2004), and
the 2002 MANE-VU inventory. Most of the states tfwihe exception of Maryland)
show declines in year 2002 annual,Missions as compared to 1996 emissions. Some
of the states show an increase in 1999 followed tgcline in 2002 and others show
consistent declines throughout the entire periblde upward trend in emissions after
1996 probably reflects electricity demand growthinlyi the late 1990s combined with
the availability of banked S(missions allowances from initial over-compliamgth
control requirements in Phase 1 of the USEPA Acid Raggram. This led to relatively
low market prices for allowances later in the decachich encouraged utilities to
purchase allowances rather than implement new alsras electricity output expanded.
The observed decline in the 2002,8nissions inventory reflects implementation of the
second phase of the USEPA Acid Rain Program, whi@®@® further reduced
allowable emissions and extended emissions limitadre power plants.

Figure 3-2 shows the percent contribution from défe source categories to
overall annual 2002 S(&missions in MANE-VU states. The chart shows paant
sources dominate S@missions, which primarily consist of stationagyrmbustion
sources for generating electricity, industrial ggyeand heat. Smaller stationary
combustion sources called “area sources” (primaoiypmercial and residential heating)

4 The description of MANE-VU state inventories discustedughout this section does not include the
portion of Virginia in the Washington, DC metropolitaea
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are another important source category in MANE-Véatest. By contrast, on-road and
non-road mobile sources make only a relatively somadtribution to overall S©
emissions in the region (NESCAUM, 2001).

Figure 3-1. State level sulfur dioxide emissions
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3.1.2.Volatile organic compounds (VOCS)

Existing emission inventories generally refer toG®&based on their historical
contribution to ozone formation. From a fine paetigserspective, VOCs (also referred to
as hydrocarbons) are of concern because they aahinethe atmosphere to form
secondary organic aerosol (SOA) as a result of asat®n and oxidation processes.
The SOA component of fine particles also obscursibility, but this component has a
smaller impact on visibility (on a per unit massisarelative to sulfate or nitrate, which
have an affinity for water that allows them to sigrantly “grow” as particles under
humid conditions. Nonetheless, organic carborclfy has the second largest visibility
impact at most Class | sites next to sulfate, gitelarge mass contribution.

As shown in Figure 3-3, the VOC inventory is domataby mobile and area
sources. Most VOC emissions in MANE-VU, howevemne from natural sources,
which are not shown in the figure. Among the hurmansed VOC emissions, on-road
mobile sources of VOCs include exhaust emissiam® fgasoline passenger vehicles and
diesel-powered heavy-duty vehicles as well as ensippe emissions from transportation
fuels. VOC emissions may also originate from aetgrof area sources (including
solvents, architectural coatings, and dry clearessyell as from some point sources
(e.g., industrial facilities and petroleum refires).

Naturally occurring (biogenic) VOC emissions arased by the release of
natural organic compounds from plants in warm weatiNatural, or biogenic, VOCs
contribute significantly to fine particle formatioBiogenic VOCs are not included in
Figure 3-3, but nationally, they represent roughlg-thirds of all annual VOC emissions
(USEPA, 2006). Biogenic emissions are extremelyatiff to estimate, as it requires
modeling the behavior of many plants as well ag tiesponses to the environment.

With regard to fine particle formation, understamgdthe transport dynamics and
source regions for organic carbon is likely to berencomplex than for sulfate. This is
partly because of the large number and variety@€C\5pecies, the fact that their
transport characteristics vary widely, and the faat a given species may undergo
numerous complex chemical reactions in the atmasphehus, the organic carbon
contribution to fine particles in the East is likeébd include manmade pollution
transported from a distance, manmade pollution fn@arby sources, and biogenic
emissions, especially terpenes from coniferousstere

For fine particles derived from organic carbon, ake&lation of hydrocarbon
molecules containing seven or more carbon atorgernisrally the most significant
pathway for their formation (Oduet al, 1997). Recent research, however, suggests that
smaller reactive hydrocarbons like isoprene noy aohtribute significantly to ground-
level ozone, which may indirectly impact organicas®| formation, but also contribute
directly to ambient organic aerosol through hetermpus processes (Claeys et al., 2004;
Kroll et al., 2005).
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Figure 3-3. 2002 MANE-VU state VOC inventories
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Figure key: Bars = Percentage fractions of four source catsg@ircles = Annual
emissions amount in @ons per year. Note that Version 2 of the MANE-VUeniory
was used and the Virginia portion of the Washington,nigfropolitan area is not shown
in the figure. Biogenic VOCs are not included in thigufie.

3.1.3.0xides of nitrogen (NQ&)

NOx emissions contribute directly to BMnonattainment and visibility
impairment in the eastern U.S. by forming nitratdipkes. Nitrate generally accounts
for a substantially smaller fraction of fine paldienass and related light extinction than
sulfate and organic carbon regionally in MANE-VNotably, nitrate may play a more
important role at urban sites and in the wintertimeaddition, NQ may have an
indirect effect on summertime visibility by virtwé its role in the formation of ozone,
which in turn promotes the formation of secondaiganic aerosols (NESCAUM, 2001).

Figure 3-4 shows NQemissions in MANE-VU at the state level. Sinced,98
nationwide emissions of NCfrom all sources have shown little change. In,fac
emissions increased by 2 percent between 1989%8&I(USEPA, 2000a). This
increase is most likely due to industrial souraed thhe transportation sector, as power
plant combustion sources have implemented modess&ms reductions during the
same time period. Most states in MANE-VU experiehdeclining NQ emissions from
1996 through 2002, except Massachusetts, Marylded, York, and Rhode Island,
which show an increase in N@missions in 1999 before declining to levels bel®96
emissions in 2002.
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Figure 3-4. State level nitrogen oxides emissions
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Monitored ambient N@trends during the summer from 1997 to 2005 comatieo
the downward trend in NiOemissions seen in the emissions inventories foNEBA/U.
As seen in Figure 3-5, the 24-hour (lower trenddinand 6 a.m.-8 a.m. (upper trend
lines) NGO concentrations indicate decreases inkM®er this time period in MANE-VU.
The NG reductions likely come from decreasing vehiclex\#gnissions due to more
stringent motor vehicle standards as well ag X€iuctions from MANE-VU NQ
Budget Program and the NGIP Call (mainly power plants).

Figure 3-5. Plot of monitored NQ trends in MANE-VU during 1997-2005
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Power plants and mobile sources generally domirate and national NO
emissions inventories. Nationally, power plantscamt for more than one-quarter of all
NOx emissions, amounting to over six million tons.eTectric sector plays an even
larger role, however, in parts of the industriabMest where high NOQemissions have a
particularly significant power plant contributioBy contrast, mobile sources dominate
the NQ inventories for more urbanized mid-Atlantic andANEngland states to a far
greater extent, as shown in Figure 3-6. In themteston-road mobile sources — a
category that mainly includes highway vehicles present the most significant NO
source category. Emissions from non-road (i.é-higfhway) mobile sources, primarily
diesel-fired engines, also represent a substdraietion of the inventory.

Figure 3-6. 2002 MANE-VU state NQ inventories
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Figure key: Bars = Percentage fractions of four source céteg@ircles = Annual
emissions amount in $@ns per year. Note that Version 2 of the MANE-VUentory
was used and the Virginia portion of the Washington,nigfropolitan area is not shown
in the figure.

3.1.4.Primary particulate matter (PM 1, and PM, 5)

Directly-emitted or “primary” particles (as distinitom secondary particles that
form in the atmosphere through chemical reactiamslving precursor pollutants like
SO, and NQ) also contribute to fine particle levels in thenasphere. For regulatory
purposes, we make a distinction between particldsam aerodynamic diameter less
than or equal to 10 micrometers and smaller pagialith an aerodynamic diameter less
than or equal to 2.5 micrometers (i.e., primary,Pdhd PM s, respectively).
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Figure 3-7 and Figure 3-8 show PMind PM s emissions for MANE-VU states
for the years 1996, 1999, and 2002. Note thatpassed to the other constituents of
PM, the 2002 inventory values for Rjare drawn from the 2002 NEI. Most states show
a steady decline in annual RPjmissions over this time period. By contrast,ssimon
trends for primary PMs are more variable.

Crustal sources are significant contributors ofrfaly PM emissions. This
category includes fugitive dust emissions from ¢amtsion activities, paved and unpaved
roads, and agricultural tilling. Typically, monitoestimate Pl emissions from these
types of sources by measuring the horizontal fiupasticulate mass at a fixed downwind
sampling location within perhaps 10 meters of aroafield. Comparisons between
estimated emission rates for fine particles udiegée types of measurement techniques
and observed concentrations of crustal matterarathbient air at downwind receptor
sites suggest that physical or chemical processasve a significant fraction of crustal
material relatively quickly. As a result, it raredntrains into layers of the atmosphere
where it can transport to downwind receptor locstioBecause of this discrepancy
between estimated emissions and observed ambirctictvations, modelers typically
reduce estimates of total Biemissions from all crustal sources by applyingcadiaof
0.15 to 0.25 before including in modeling analyses.

From a regional haze perspective, crustal mateeiaéally does not play a major
role. On the 20 percent best-visibility days dgrihe baseline period (2000-2004), it
accounted for 6 to 11 percent of particle-relatghtlextinction at MANE-VU Class 1
sites. On the 20 percent worst-visibility days, bwer, crustal material generally plays a
much smaller role relative to other haze-forminytants, ranging from 2 to 3 percent.
Moreover, the crustal fraction includes materiahafural origin (such as soil or sea salt)
that is not targeted under USEPA'’s Regional Haze .ROliecourse, the crustal fraction
can be influenced by certain human activities, aghonstruction, agricultural practices,
and road maintenance (including wintertime saltirgjhus, to the extent that these types
of activities are found to affect visibility at nbeastern Class | sites, control measures
targeted at crustal material may prove beneficial.

Experience from the western United States, wherertiiigal component has
generally played a more significant role in driviongrall particulate levels, may be
helpful where it is relevant in the eastern contdrtaddition, a few areas in the
Northeast, such as New Haven, Connecticut and Redstgy Maine, have some
experience with the control of dust and road-sak aesult of regulatory obligations
stemming from their past nonattainment status vagipect to the NAAQS for P

Current emissions inventories for the entire MANB-¥rea indicate residential
wood combustion represents 25 percent of primawy iarticulate emissions in the
region. This implies that rural sources can playnaportant role in addition to the
contribution from the region’s many highly populhterban areas. An important
consideration in this regard is that residentiabdscombustion occurs primarily in the
winter months, while managed or prescribed buraictiyities occur largely in other
seasons. The latter category includes agriculfigial-burning activities, prescribed
burning of forested areas, and other burning diEs/such as construction waste burning.
Limiting burning to times when favorable meteorotagd conditions can efficiently
disperse resulting emissions can manage many s¢ ttypes of sources.
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Figure 3-7. State level primary PMo emissions
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Figure 3-8. State level primary PM s emissions
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Figure 3-9 and Figure 3-10 show that area and mebileces dominate primary
PMemissions. (The NEI inventory categorizes residémtood combustion and some
other combustion sources as area sources.) Tdteveetontribution of point sources is
larger in the primary Pl inventory than in the primary Piinventory since the crustal
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component (which consists mainly of larger or “c@mode” particles) contributes
mostly to overall PN levels. At the same time, pollution control equgrhcommonly
installed at large point sources is usually mofeieht at capturing coarse-mode
particles.

Figure 3-9. 2002 MANE-VU state primary PMyinventories
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Flgure 3-10. 2002 MANE-VU state prlmary PM; s inventories
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Figure key: Bars = Percentage fractions of fourrse categories; Circles = Annual emissions amiuh€ tons
per year. Note that Version 2 of the MANE-VU int@ty was used and the Virginia portion of the Waghin,
DC metropolitan area is not shown in the figure.
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3.1.5.Ammonia emissions (NH)

Knowledge of ammonia emission sources will be nemgsin developing
effective regional haze reduction strategies bexafithe importance of ammonium
sulfate and ammonium nitrate in determining oveia# particle mass and light
scattering. According to 1998 estimates, livestac# agriculture fertilizer use
accounted for approximately 85 percent of all amim@missions to the atmosphere
(USEPA, 2000b). We need, however, better ammonenitavy data for the
photochemical models used to simulate fine parfaimation and transport in the
eastern United States. Because the USEPA does nbdteegmmonia as a criteria
pollutant or as a criteria pollutant precursorsthdata do not presently exist at the same
level of detail or certainty as for NGand SQ.

Ammonium ion (formed from ammonia emissions todhlmosphere) is an
important constituent of airborne particulate nrattgpically accounting for 10-20
percenibf total fine particle mass. Reductions in ammanion concentrations can be
extremely beneficial because a more-than-propaticeduction in fine particle mass can
result. Ansari and Pandis (1998) showed that gigfe® reduction in ammonium ion
could result in up to a foyrg/m® reduction in fine particulate matter. Decision ek
however, must weigh the benefits of ammonia redacigainst the significant role it
plays in neutralizing acidic aerosol. $SK@acts in the atmosphere to form sulfuric acid
(H2SQy). Ammonia can partially or fully neutralize thegong acid to form ammonium
bisulfate or ammonium sulfate. If planners foautsife control strategies on ammonia
and do not achieve corresponding;$€ductions, fine particles formed in the atmospher
will be substantially more acidic than those préyerbserved.

To address the need for improved ammonia inversoMARAMA, NESCAUM
and USEPA funded researchers at Carnegie Mellon tiiiy§ CMU) in Pittsburgh to
develop a regional ammonia inventory system (Dadst al., 1999). This study
focused on three issues with respect to currerdgams estimates: (1) a wide range of
ammonia emission factor values, (2) inadequate oeahjand spatial resolution of
ammonia emissions estimates, and (3) a lack oflatdized ammonia source categories.

Figure 3-11 shows that estimated ammonia emissiens fairly stable in the
1996, 1999, and 2002 NEI for MANE-VU states, withme increases observed for
Massachusetts, New Jersey and New York. Area afrdad mobile sources dominate
the ammonia inventory, according to Figure 3-12. Bigady, emissions from
agricultural sources and livestock production actdor the largest share of estimated
ammonia emissions in MANE-VU, except in the Digto€ Columbia. The two
remaining sources with a significant emissions gbuation are wastewater treatment
systems and gasoline exhaust from highway vehicles.
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Figure 3-11. State level ammonia emissions
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Figure key: Bars = Percentage fractions of four source caéteg@ircles = Annual
emissions amount in $@ns per year. Note that Version 2 of the MANE-VUentory
was used and the Virginia portion of the Washington,niéiropolitan area is not shown
in the figure.
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3.2. Emissions inventory characteristics outside MANE-VU

SO, NOx and VOC emissions from within MANE-VU are only ooemponent
of the emissions contributing to fine particleseating the MANE-VU region. As
regional modeling for the CAIR has shown, emissioarces, primarily of SQand NQ,
located outside MANE-VU can significantly contrilbub particle sulfate and nitrate
transported into the MANE-VU region. Here we presegional emissions information
grouped by the three eastern RPOs — MANE-VU, VISTABIMity Improvement State
and Tribal Association of the Southeast), and theRR® (Midwest RPO). Table 3-1
lists the states in each RPO.

The inventory information is extracted from the USHial 2002 National
Emissions Inventory (NEI). For consistency, the MAMU information here also
comes from the 2002 NEI rather than from the MANB-Version 2 regional haze
emissions inventory described in Section 3.1. Tifferdnces between the inventories
are not great, as the NEI and the MANE-VU Versian\&ntory are both based on the
same inventory information provided by the states.

Table 3-1. Eastern U.S. RPOs and their state memise

RPO State

MWRPO Illinois
MWRPO Indiana
MWRPO Michigan
MWRPO Ohio

MWRPO Wisconsin
MANE-VU Connecticut
MANE-VU Delaware
MANE-VU District of Columbia
MANE-VU Maine
MANE-VU Maryland
MANE-VU Massachusetts
MANE-VU New Hampshire
MANE-VU New Jersey
MANE-VU New York
MANE-VU Pennsylvania
MANE-VU Rhode Island
MANE-VU Vermont
VISTAS Alabama
VISTAS Florida
VISTAS Georgia
VISTAS Kentucky
VISTAS Mississippi
VISTAS North Carolina
VISTAS South Carolina
VISTAS Tennessee
VISTAS Virginia
VISTAS West Virginia
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Table 3-2 presents $S@missions by source sector and RPO for the eastern
United States. The NQemissions by source sector and RPO are preseniabla 3-3
and VOC emissions in Table 3-4. Regionally,®@issions are more important with
respect to regional particle formation and transpbiOx emissions play an important
role in determining the equilibrium between ammaomnisulfate and ammonium nitrate

formation, especially during winter. VOC emissi@mitribute to secondary organic
aerosol formation.

Table 3-2. SQ emissions in eastern RPOs (tons/yr)

RPO Point Area | On-road | Non-road Total
MWRPO 3,336,967 133,415 49,191 82,307 3,601,880
MANE-VU 1,924,573| 353,176/ 39,368 74,566 2,391,683
VISTAS 4,349,437 448,023 83,001 91,307 4,971,769

Table 3-3. NG emissions in eastern RPOs (tons/yr)

RPO Point Area | On-road | Non-road Total
MWRPO 1,437,284 184,790| 1,290,178 723,844 3,636,096
MANE-VU 680,975| 268,997| 1,297,357 534,454 2,781,783
VISTAS 2,094,228 266,848| 2,160,601 812,615 5,334,293

Table 3-4. VOC emissions in eastern RPOs (tons/yr)

RPO Point Area On-road | Non-road Total
MWRPO 234,938 1,182,186 660,010 492,027 2,569,160
MANE-VU 93,691| 1,798,158 793,541 494,11% 3,179,504
VISTAS 458,740 2,047,359 1,314,979 609,539 4,430,617
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4. WHAT WILL IT TAKE TO CLEAN THE AIR?

In this chapter we build on the conceptual desiompof fine particle formation
and impacts in the MANE-VU region by looking atyaital fine particle pollution event
and the meteorological and chemical conditions Wintributed to its formation. As
an illustration of how the conceptual elements @itlin Chapter 2 and 3 contribute to a
pollution event under real-world circumstances,examine a pollution event from 2002.
We examine this event from two perspectives: (&)dtoad spatial patterns of the
formation and transport of particle air pollutiamda(2) the chronological sequence of
events at a few discrete points where high tempesallution monitoring was in place.
We then proceed to examine likely emission reducstoategies that should be
considered in light of the conceptual understandiniine particle formation and
transport developed in this report.

4.1. Meteorological and Pollution Overview of August 8-6, 2002

Annual and seasonal statistics are useful for wtdeding the general patterns of
air pollution in our region, but it is also insttive to review specific high PM episodes
in order to shed more light on the meteorologica@mnstances under which high
ambient concentrations of BMlare able to form from emitted precursor pollutartigre
we present an analysis of the high /2Mnd regional haze episode of August 2002 by
reviewing surface maps from the period to providggm@optic overview of major weather
systems that were influencing air quality acrogsNlortheast U.S. during that time.

Figure 4-1 through Figure 4-3, respectively, shoviheganel displays of
afternoon fine particle concentrations as wella$age weather maps and back
trajectories from 12Z (8 a.m. EDT) each day. Tdleting chronology of events
combines the meteorological insights with PMoncentration information to provide a
basic storyline for analysis.

A slow-moving high pressure system centered ovweGteat Lakes set up
northerly flow over MANE-VU on August 8. The highifted southeast-ward and
became extended over several days bringing higphdeatures to the region. Calm
conditions wesbf MANE-VU on August 10 were pivotal in the formari of fine aerosol
concentrations, which began building in the OhieeRiValley. Over the next four days,
concentrations in MANE-VU climbed into the 60-90/md range over a wide area before
being swept out to sea by a series of frontal geessheginning on August 15.

8/8— A high pressure system over the Great Lakes pesiN\W-N prevailing
surface winds (~4-8 mph) throughout the region. ihaxn daily temperatures approach
or exceed 80° F.

8/9 — Wind speeds fall off but direction remains NWaslthe high moves into the
central portion of MANE-VU. Temperatures rise &sud cover declines.

8/10- The high reaches the East Coast and stalls.p&etures (except in
northern-most areas) reach §0®hile surface-level winds turn to more southerly
directions. Calm conditions through the morningiisan the lower Ohio River Valley
promote creation of haze noted in surface obsemsiti
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8/11- Circulation around the high (now near Cape Haslebecomes well
established. Peak temperatures are in the lowded@is. Morning winds are light-to-
calm in the area east of the Mississippi — the afdemze now reaches from Michigan to
northern Texas and eastward to West Virginia asteea Tennessee. A surface-level
trough descends from north of the Great Lakes duhe day, passes eastward through
the Ohio River Valley and stalls over the Alleghdiguntains and southward.

8/12— Temperatures exceed 90° F throughout MANE-VU etxicepoastal ME.
The area of concentrated haze has pushed eastmérbev extends from central ME to
central PA. Haze builds throughout the day as @&tmn forces it to channel NE
between the stalled trough and a cold front apgrogcfrom the Midwest.

8/13— Calm conditions prevail as the trough reachestab NJ by 8 a.m.
Generally clear skies allow temperatures to reaehmid-90’s everywhere except in
coastal ME. Dew points, which had been risingei®8, reach the upper 60’s. Peak
hourly fine aerosol concentrations are greater #tapg/ni everywhere in MANE-VU
and exceed 90 pgfhin some locations. By 8 p.m., showers associatétthe
approaching cold front have reached into Ohio.

8/14—- By 8 a.m. the trough has dissipated and the isigioving offshore. Dew
points remain in the upper 60’s and peak tempegattgach into the 90’s everywhere and
top 100 in several locations. Increased ventitatiauses aerosol concentrations to drop
throughout the day everywhere except ME where donations peak above 60 pg/m
after midnight.

8/15— The approaching cold front and associated steofafirapart during the
morning hours. By 8 p.m., a new batch of moderaite mas intruded deeply into the
region from the SW and has virtually pushed the lnagef the MANE-VU region.

8/16 —A new high building in over the upper Midwest pesthe remains of the
showers out of the Northeast.
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Figure 4-1. Spatially interpolated maps of fine paticle concentrations
August 9 — 16, 2002
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Figure 4-2. Surface weather maps for August 9-160P2
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Figure 4-3. HYSPLIT 72-hour back trajectories for August 9-16, 2002
Aug 9, 2002 8 am EDT Aug 10, 2002 8 am EDT

Aug 15, 2002 8 am EDT Aug 16, 2002 8 am EDT
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4.2. Temporally and spatially resolved PM s measurements

Higher temporal resolution data provide insightihbw the events played out in
much more detail than can be captured by eightdsaom a page; however the most
complete picture is obtained when these héghporalresolution data can be presented
in the context of the relatively greasgratial detail provided by maps such as we have
seen in Figure 4-1 through Figure 4-3. In Figureahd Figure 4-5, we present
continuous PMs data (hourly average and 24-hour rolling averdtgrdd, respectively)
for the August 8-16, 2002 time period.

Figure 4-4. Hourly average fine aerosol at 8 siteduring the August 2002 episode
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Looking at Figure 4-4 in the context of the mapsprged in the earlier figures, it
is interesting to note the rapid increase, firstArendtsville, PA at noon on the 11th,
followed by a rise in concentrations along the Easdst around noon on the 12th. This
is consistent with Figure 4-1, which shows highRMvels covering western
Pennsylvania by 3 p.m. on the 11th and that high £avea has moved over to cover the
East Coast by 3 p.m. the next day. This also ms#ese with respect to Figure 4-2 and
Figure 4-3, which show the high pressure systenbksi@d on the East Coast by the
11th with surface level back trajectories havinitetl from northerly flow to slow
southwesterly flow in the western portion of ther@don by the morning of the 11th and
the coastal sites having switched by the morninipefl2th.
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Figure 4-5. 24-hour rolling average fine aerosolta
8 MANE-VU sites during the August 2002 episode

A

Also note the very high levels observed close t-dgy on the 13at sites
between New York City and Portland, Maine. Thisassistent with the strong gradients
shown for 3 p.m. on the £3n Figure 4-1. These rapid increases in concéatrare
easily explained by the back trajectories of Figis®that show the advancing front (at
this point over Lake Michigan) beginning to pushupper levels of the atmosphere, an
air mass from the upper Midwest due east acrossdftbern half of MANE-VU. At
lower levels (see 200 meter trajectories), it caséen that closer to the surface, this air
mass had spent the previous three to four daysingratound the Tennessee and Ohio
River Valleys before it was driven into the northeeaches of MANE-VU at the peak of
the pollution event.
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The following figures bring much of this informatidgogether in a single image.
Figure 4-6 contains satellite photos from MODIS, aaio of two consecutive satellite
passages on August 13, 2002 from NASA’'s TERRA bielFigure 4-7 shows the same
image with geo-referenced activity data and inventaformation layered on top to
allow for simultaneous depiction of cities, roapgint source emissions, and back
trajectories that play a role in the air pollutioaize that affected a large part of the
Northeast during this episode.
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Figure 4-6. Composite images from NASA’'s TERRA Satlite on
August 13, 2002 showing fine particle pollution/haz
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Note the milky/gray haze due to particle pollution as distirom the puffy white clouds over boad
regions of southern New England and the eastern Mid-Atleggion.

Figure 4-7. NASA MODIS Terra Satellite Image, BacKTrajectories and NOx Inventory
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Geo-referenced activity and inventory data (on top of thalisaimages presented above) demonstrating
the relationship between observed pollution and uppelénds (driving weather patterns from West to
East), mid-level winds (tracking back to major pointrses), and lower level winds (tracking back to major
population centers along the East Coast).
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4.3. Implications for control strategies

A 2003 assessment of fine particulate matter by SAG" states, “[c]urrent air-
guality management approaches focusing on redwctbamissions of SOHNOx and
VOCs are anticipated to be effective first stepgai@s reducing Plk across North
America, noting that in parts of California and seastern urban areas VOC (volatile
organic compounds) emissions could be importantttate formation.”

This conclusion seems to be well supported by thiiical record which
documents a pronounced decline in particulate tsutfancentrations across the eastern
United States during the 1990s. The timing of tiserved decline suggests that this is
linked to reductions in S{emissions resulting from controls implemented urtde
federal Acid Rain program beginning in the earlyrtiol-1990s. From 1989 to 1998, SO
emissions in the eastern half of the country — ithahcluding all states within a region
defined by the western borders of Minnesota anddiauia — declined by about 25
percent. This decline in S@missions correlated with a decline of about 4@ in
average S@and sulfate concentrations, as measured at CleeBt#es and Trend
Networks (CASTNet) monitoring sites in the same oagiver the same time period. In
fact, at prevailing levels of atmospheric S@ading, the magnitudes of the emissions and
concentration changes were not statistically difer This finding suggests that regional
reductions in S@emissions have produced near-proportional redugtd particulate
sulfate in the eastern United States (NARSTO, 20&&ductions since 1990 in
precursor S@emissions are likely also responsible for a cargthdecline in median
sulfate concentrations in the northeastern UnitateSt Nevertheless, episodes of high
ambient sulfate concentrations (with peak levell algove the regional median or
average) continue to occur, especially during thereertime when regional transport
from the Ohio River Valley is also at its peak. §buggests that further reductions in
regional and local S£&missions would provide significant further air bjtysand
visibility benefits (NARSTO, 2003).

For urban areas of the eastern United States, attiefemissions management
approach may be to combine regional$0ntrol efforts aimed at reducing summertime
PM; s concentrations with local S@nd OC control efforts. Local S@ductions would
help reduce wintertime PM concentrations, while OC reductions can help reduc
overall PM s concentrations year-round. For areas with higheviithe PM s levels,
strategies that involve NQreductions may also be effective (NARSTO, 2003).

Further support for this general approach may bedan a review of several
studies by Watson (2002) which concluded that &@ission reductions have in most
cases been accompanied by statistically significashictions in ambient sulfate
concentrations. One study (Husar and Wilson, 1988jvs that regionally averaged light
extinction closely tracks regionally averaged,@@issions for the eastern United States
from 1940 through the mid-1980s. Another study kaiklet al. (2002) shows that

5 NARSTO was formerly an acronym for the "North American Re$eStrategy for Tropospheric
Ozone." More recently, the term NARSTO became simply a wordgignifying a tri-national, public-
private partnership for dealing with multiple featuresropbspheric pollution, including ozone and
suspended particulate matter. For more information on NARSIehttp://www.cgenv.com/Narsto/
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regionally averaged emissions and ambient condensadecreased together from 1988
through 1999 over a broad region encompassingtétessof Connecticut, Delaware,
lllinois, Indiana, Kentucky, Maine, Massachusetiaryland, Michigan, New
Hampshire, New Jersey, New York, Ohio, PennsylvaRiede Island, Vermont,
Virginia, Wisconsin, and West Virginia (Watson, 200

These studies and available data from the IMPROYite(@gency Monitoring of
Protected Visual Environment) monitoring networkypde strong evidence that regional
SO, reductions have yielded, and will continue to gjekductions in ambient secondary
sulfate levels with subsequent reductions in regjiblmze and associated light extinction.
They indicate that reductions in anthropogenic prymparticle emissions will also result
in visibility improvements, but that these will nedve a zone of influence as large as
those of the secondary aerosols (Watson, 2002).

Watson (2002) notes that during the 65 years irthvthe regional haze program
aims to reach its final visibility goals, severgportunities to revise this basic control
approach will arise through the decadal SIP cycleis €nables new scientific results to
continue to exert a positive influence as statggement new regulatory control
programs for S@ NOx and VOCs, and as ambient concentrations of thelhgtgnts
change relative to each other and relative to amiliemmonia levels. As these
relationships between species change, atmosphermistry may dictate a revised
control approach to those previously describedtheuresearch on these issues should
be a priority for supporting 2018 SIP submissionkeylinclude the possibility that:

* Reduction of sulfate in a fully neutralized atmosggh(excess ammonia)
could encourage ammonium nitrate formation.

* Ever-greater emissions reductions could be requaguloduce a given
level of improvement in ambient pollutant concetitras because of non-
linearities in the atmospheric formation of sulfate

* Changes in ambient conditions favoring the aguesidation of sulfate
(this pathway largely accounts for the non-linganibted above) may
have implications for future emissions control peogs. Causes of
changing ambient conditions could include, for eglanclimate change.

Westet al. (1999) examine a scenario for the eastern UnitateSwvhere Pk
mass decreases linearly with ammonium sulfate th#ilatter is fully neutralized by
ammonia. Further reductions would free ammonia donlazination with gaseous nitric
acid that, in turn, would slightly increase PMintil all of the nitric acid is neutralized
and further sulfate reductions are reflected indp®M, s mass. This is an extreme case
that is more relevant to source areas (e.g., Qvi@ye nitric acid (HNG) is more
abundant than in areas with lower emissions (¥grmont) (Watson, 2002).

In most situations with non-neutralized sulfatgital of the eastern United
States), ammonia is a limiting agent for the foromabf nitrate but will not make any
difference until sulfate is reduced to the poinewnit is completely neutralized. At that
point, identifying large sources of ammonia emissiwill be important. This point is
likely to be many years in the future, however (¥éat 2002).
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Based on analyses using the Community Multi-Scaleality (CMAQ) model,
the aqueous phase production of sulfate in thendast appears to be very oxidant
limited and hence non-linear. Thus, conditions #ratconducive to a dominance of the
gas-phase production pathway drive the summer peaksbient sulfate levels.
Nonetheless, the expected reduction in ambienateulévels resulting from a given
reduction in S@emissions is less than proportional overall duga¢onon-linearity
introduced by the aqueous pathway for sulfate fiongNARSTO, 2003). These non-
linearity effects are more pronounced for haze foasulfate deposition, especially at
higher sulfate air concentrations (USNPS, 2003).

Finally, we note that because visibility in the céest areas is sensitive to even
minute increases in particle concentrations, sjraseto preserve visibility on the clearest
days may require stringent limits on emissions ghown this context, even the dilute
emissions from distant sources can be importantRSRO, 2003)

4.4. Conclusion: Simplifying a complex problem

A conceptual understanding of fine particles fronegional perspective across
MANE-VU and throughout the eastern U.S. is well ustieod, yet remains complex due
to the multiplicity of source regions (both regibaad local), pollutants (SONOx,
organic carbon, and primary BN, and seasons (summer and winter) that are ingolve
in fine particle formation.

Regional approaches to the control of precursar&@ NQ emissions have
been started through Title IV of the Clean Air Aitte NQ SIP Call, the CAIR, and the
establishment and support of Regional Planning Gzg#ans to assist with Regional
Haze Rule compliance. With the modeling foundatiemeloped for the CAIR program,
the USEPA has presented a compelling technical caieeaneed for additional regional
SO, and NG reductions in the eastern U.S. to reduce partieldatels and protect public
health. While states in the Northeast disagrek thi¢ extent of S@and NG reductions
and the timeline for those reductions to occur piogram is an excellent next step
toward reducing fine particles in MANE-VU. It isrhpting to suggest that the regional
control of SQ and NG are the extent of the problem facing MANE-VU, lbstthe
conceptual description contained in this report destrates, the reduction of fine
particles in the eastern U.S. requires a carefalriua of regional and local controls for
SO, NOx, sources of organic carbon and primary-RMuring both summer and winter.

The (relatively) higher emissions of $é&nd NQ from regions upwind of
MANE-VU as well as the long “reach” of sulfate pdibn requires continued regional
control of these fine particle precursors. Howel@ral accumulation of S&lerived
sulfate, NQ-derived nitrate, and primary PM (mostly in the foofrblack carbon/diesel
exhaust) can significantly boost urban P\evels. Residential wood combustion in
rural river valleys can significantly raise PM levals well and affect rural visibility in
areas near to Class | areas.

The balance between regional and local controlaliedés the balance that needs
to be achieved between pollutants. The regionatribution to fine particle pollution is
driven by sulfates and organic carbon, whereasottad contribution to PMs is derived
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from SQ, NOx, organic carbon, and primary B¥including black carbon/diesel
exhaust).

Finally, control strategies which focus on regiof&} emissions reductions are
needed throughout the summer and winter monthgestigg that a year-round approach
to control is needed. Urban nonattainment countiéslocal emissions of NQand
VOC will be driven to reduce these emissions dutirgsummer for ozone benefits, but
these same pollutants — as well as primary paaiel¢missions — contribute to high
PM_ s levels in winter, suggesting that annual contfoisall of these pollutants make
sense in a multi-pollutant context. Finally, resitil® wood smoke near Class | areas is
clearly a winter-only issue, and further controlsynibe desirable near specific Class |
sites where organic carbon is a contributor or2theercent worst visibility days that
occur in winter months.

To bring attainment to the current fine particleattainment counties and meet
reasonable progress goals toward national vigilglitals, there continues to be a need for
more regional S@and NQ reductions coupled with appropriate local,.SROx, VOC,
and primary PM5 (including diesel exhaust) controls where locaewulation is shown
to add to the regional burden of sulfate and ratRi¥% s (primarily in winter). These
local controls will vary by location and by seasbut the regional control of S@nd
NOx should be maintained on an annual basis givendh#ibution of regional sulfate
and nitrate to fine particle peaks during both swmnand winter months.
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Appendix A: Excerpts from EPA Guidance
Document, Guidance on the
Use of Models and Other Analyses for
Demonstrating Attainment of Air Quality Goals
for Ozone, PM, 5, and Regional Haze
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APPENDIX A: EPA GUIDANCE DOCUMENT EXERPT

11.0 How Do | Get Started? - A “Conceptual Descripbn”

A State/Tribe should start developing informatiorstgpport a modeled attainment
demonstration by assembling and reviewing availablguality, emissions and
meteorological data. Baseline design values shioellchlculated at each monitoring site,
as described in Section 3. For PM applications, sfegtata should be reviewed to get a
sense of what component(s) might be contributingtremnificantly to nonattainment or
light extinction. If past modeling has been perfednthe emission scenarios examined
and air quality predictions may also be useful.dfgavailable information should be
used by a State/Tribe to develop an initial concapdescription of the nonattainment or
reasonable haze problem in the area which is thesfof a modeled demonstration. A
conceptual description is instrumental for identifypotential stakeholders and for
developing a modeling/analysis protocol. It mayaigluence a State’s choice of air
quality model, modeling domain, grid cell size gpities for quality assuring and refining
emissions estimates, and the choice of initial mi&gjc tests to identify potentially
effective control strategies. In general, a congapdescription is useful for helping a
State/Tribe identify priorities and allocate res@srin performing a modeled
demonstration.

In this Section, we identify key parts of a conceptiescription. We then present
examples of analyses which could be used to desedbh of these parts. We note that
initial analyses may be complemented later by auftht efforts performed by those
implementing the protocol.

11.1 What Is A “Conceptual Description™?

A “conceptual description” is a qualitative wayatfaracterizing the nature of an area’s
nonattainment or regional haze problem. It is destribed by identifying key
components of a description. Examples are listéalbeThere are 3 different examples.
One each for ozone, annual PdMand regional haze. The examples are not neclgssari
comprehensive. There could be other features afea's problem which are important
in particular cases. For purposes of illustratigarlan the discussion, we have answered
each of the questions posed below. Our respongesmam parentheses.

11.1.1 8-Hour Ozone NAAQS

1. Is the nonattainment problem primarily a loaa¢ por are regional factors important?
(Surface measurements suggest transport of ozose @4 ppb is likely. There are
some other nonattainment areas not too far dijtant.

2. Are ozone and/or precursor concentrations alsfi high?
(There are no such measurements.)
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3. Do violations of the NAAQS occur at several monitg sites throughout the
nonattainment area, or are they confined to oreessnall number of sites in proximity to
one another?

(Violations occur at a limited number of sites,dted throughout the area.)

4. Do observed 8-hour daily maximum ozone concéntra exceed 84 ppb frequently or
just on a few occasions?
(This varies among the monitors from 4 times ufi2dimes per year.)

5. When 8-hour daily maxima in excess of 84 pplhugds there an accompanying
characteristic spatial pattern, or is there a W€ spatial patterns?
(A variety of patterns is seen.)

6. Do monitored violations occur at locations sabje mesoscale wind patterns (e.g., at
a coastline) which may differ from the general wilov?
(No.)

7. Have there been any recent major changes irsemgsof VOC or NQ in or near the
nonattainment area? If so, what changes have adurr

(Yes, several local measures [include a list] velieto result in major reductions in VOC
[quantify in tons per summer day] have been implalee in the last five years.
Additionally, the area has seen large regionak M&aluctions from the NOSIP call.)

8. Are there discernible trends in design valuestier air quality indicators which have
accompanied a change in emissions?

(Yes, design values have decreased by about 1@8aratites over the past [x] years.
Smaller or no reductions are seen at three ottes. i

9. Is there any apparent spatial pattern to thelgen design values?
(No.)

10. Have ambient precursor concentrations or medsv©C species profiles changed?
(There are no measurements.)

11. What past modeling has been performed and edhtite results suggest?

(A regional modeling analysis has been performegb €mission scenarios were
modeled: current emissions and a substantial rextuict NOx emissions throughout the
regional domain. Reduced N@missions led to substantial predicted reductioriss

hour daily maximum ozone in most locations, buthges near the most populated area
in the nonattainment area in question were smaiboexistent.)

12. Are there any distinctive meteorological meaments at the surface or aloft which
appear to coincide with occasions with 8-hour daigxima greater than 84 ppb?
(Other than routine soundings taken twice per ttasre are no measurements aloft.
There is no obvious correspondence with meteorcébgneasurements other than daily
maximum temperatures are always > 85 F on these)days
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Using responses to the preceding questions iregample, it is possible to construct an
initial conceptual description of the nonattainmarga’s ozone problem. First, responses
to questions 1 and 11 suggest there is a signtfiregmonal component to the area’s
nonattainment problem. Second, responses to quesjah 7, 8, and 11 indicate there is
an important local component to the area’s nonatiant problem. The responses to
qguestions 4, 5 and 12 indicate that high ozoneeaanations may be observed under
several sets of meteorological conditions. Thpaases to questions 7, 8, and 11
suggest that ozone in and near the nonattainmeatraay be responsive to both VOC
and NG controls and that the extent of this response vaay spatially. The response to
guestion 6 suggests that it may be appropriateveldp a strategy using a model with 12
km grid cells.

The preceding conceptual description implies thatState/Tribe containing the
nonattainment area in this example will need t@ive stakeholders from other, nearby
States/Tribes to develop and implement a modeliadyais protocol. It also suggests

that a nested regional modeling analysis will bedeel to address the problem. Further, it
may be necessary to model at least several disentytpes of episodes and additional
analyses will be needed to select episodes. Firsalysitivity (i.e., diagnostic) tests, or
other modeling probing tools, will be needed toeeasghe effects of reducing VOC and
NOyx emissions separately and at the same time.

11.1.2 Annual PMsNAAQS

1. Is the nonattainment problem primarily a loca¢ por are regional factors important?
(Surface measurements suggest that only designsviedue immediately downwind of
the city violate the NAAQS. However, other nearbgide values come close to the
concentration specified in the NAAQS)

2. What is the relative importance of measured @rnjnand secondary components of
PMzsmeasured at sites violating the NAAQS?

(Secondary components (i.e., £80s, OC) constitute about 80% of the measured mass
of PMzs. There are higher concentrations of primary:-Fi the core urban area
compared to the suburbs and more rural areas.)

3. What are the most prevalent components of meddeit.s?
(The most important components in ranked ordenass associated with @C and
inorganic primary particulate matter (IP)).

4. Does the measured mix of PM components appeaughly agree with mix of
emission categories surrounding the monitorings8ite

(No. Relative importance of measured crustal maitéii?) appears less than what
might be inferred from the inventory).

5. Do there appear to be any areas with large gméslof primary Pl¥lsin monitored or
unmonitored areas?
(Cannot really tell for sources of crustal mateuatil we resolve the preceding
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inventory/monitoring discrepancy. There are no pti®/ious major sources of primary
particulate matter).

6. Is there any indication of what precursor migatimiting formation of secondary
particulate matter?

(No indicator species analyses have been perforReest.analyses performed for
ozone-related SIP revisions suggest that ozonesratkia may be limited by availability
of VOC).

7. Do monitored violations occur at locations sabje mesoscale wind patterns (e.g., at
a coastline) which may differ from the general wilov?
(No.)

8. Have there been any recent major changes irsemgsof PM or its precursors in or
near the nonattainment area? What?

(Yes, measures believed to result in major redostio VOC and N@ have been
implemented in the last 5 years. Reductions in pghant NG have resulted from the
NOx SIP call and Seemissions reductions have resulted from the ndtjonogram to
reduce acid deposition.)

9. Are there discernible trends in design valuestier air quality indicators which have
accompanied a change in emissions?

(The trend appears to be downward, but the mosntexr quality data has been higher.
Overall, the period of record is insufficiently pio tell).

10. Is there any apparent spatial pattern to #mas in design values?
(No.)

11. What past modeling has been performed and eMhtite results suggest?
(A regional modeling analysis has been performedfone and Pkk. Two emission
scenarios were modeled: current emissions andsasilal reduction in NQand SQ
emissions throughout a regional domain. Reduced &l@issions led to substantial
predicted reductions in 8-hour daily maximum ozonmost locations. Modeled SO
reductions from the CAIR rule had a strong impacsolfate concentrations)

12. Are there any distinctive meteorological meaments at the surface or aloft which
appear to coincide with occasions with Bgbncentrations in excess of 1500ms?
(Other than routine soundings taken twice per thasre are no measurements aloft.
There is no obvious correspondence with meteorcébgneasurements other than daily
maximum temperatures are often > 85F on days wélhihhest PMsobservations.)

13. Do periods with high measured particulate matteeomponents of particulate matter
appear to track each other or any other measuilédau?

(There appears to be some correspondence betwesurad high concentrations of
SOG:and ozone).
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Using responses to the preceding questions irekample, it is possible to construct an
initial conceptual description of the nonattainmarga’s ozone problem. First, responses
to questions 1, 2 and 3 suggest there is a signifiegional component to the area’s
nonattainment problem. Second, responses to quesdtiand 3 indicate there is a local
component to the problem. The responses to qusstibfi2 and 13 suggest that there
may be a link between reducing ozone and reducnigcplate matter. Thus, it may be
appropriate to assess effects of previously corenhiib strategies to reduce ozone and
national PM control measures before simulating amthl control measures. The
responses to questions 4 and 5 suggest thatriemsgbure to determine whether a “local
area analysis” will be needed. The response totigumes suggests that it may not be
necessary to model with very small grid cells gatst for the secondary components of
PMzs.

The preceding conceptual description implies that3tate containing the nonattainment
area in this example will need to involve stakebotdrom other, nearby States to
develop and implement a modeling/analysis protdtalso suggests that a nested
regional modeling analysis will be needed to adsithe problem.

11.1.3 Example reasonable progress application

1. What components of particulate matter appehat@ high concentrations on days
with poor visibility?

(Mass associated with $@nd coarse particulate matter (CM) seem to havaittest
concentrations on most such days).

2. What are typical values for the humidity adjustinfactor during the times of year
when most of the days with poor visibility occur?
(Typical values appear to be about “4.0").

3. Does visibility appear to track well among nega@ass | areas?
(Yes, but not always).

4. Does poor visibility seem to occur under anycdpemeteorological conditions?
(This information is not readily available).

5. Does poor visibility seem to coincide with higihserved concentrations of any
particular other pollutant?
(There seems to be some correspondence with higbniad ozone concentrations)

6. What components of particulate matter appebat@ relatively high concentrations
on days with good visibility?
(Coarse particulate matter and OC)

7. What are typical values for the humidity adjustinfactor during times of year when
most of the days with good visibility occur?
(About “2.3")
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8. Does good visibility appear to occur under gogcsfic meteorological conditions?
(Don't know.)

Answers to the preceding questions suggest thaegies to reduce sulfate
concentrations and, perhaps, regional ozone camtemts might be effective in reducing
light extinction on days when visibility is currénpoor. The responses suggest that a
strategy which focuses on this alone should fiestrled for the days with good visibility
as well. Even though sulfate concentrations aple®aon such days, the fact that sulfates
scatter light efficiently (see Equation (6.1)) arthtive humidity is still high enough to
enhance this effect is worth considering. Respogsgggest that further meteorological
analyses would be worthwhile prior to selectingtggies to simulate with a resource
intensive regional model.

It should be clear from the preceding examplestti@tnitial conceptual description of
an area’s nonattainment problem draws on readaylave information and need not be
detailed. It is intended to help launch developnaemt implementation of a
modeling/analysis protocol in a productive direstitt will likely be supplemented by
subsequent, more extensive modeling and ambiehtsasaperformed by or for those
implementing the modeling/analysis protocol disedsis Section 12.0.

Questions like those posed in Section 11.1 can Beeased using a variety of analyses
ranging in complexity from an inspection of air fiyadata to sophisticated
mathematical analyses. We anticipate the simplalyaas will often be used to develop
the initial conceptual description. These will lbddwed by more complex approaches or
by approaches requiring more extensive data basteaneed later becomes apparent.
These analyses are intended to channel resoura#galde to support modeled attainment
demonstrations onto the most productive paths blessihey will also provide other
pieces of information which can be used to reirdaronclusions reached with an air
guality model, or cause a reassessment of assumptiade previously in applying the
model. As noted in Section 7, corroboratory analgsesild be used to help assess
whether a simulated control strategy is sufficientneet the NAAQS.
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Appendix B: Monitoring Data from
Class I sites in MANE-VU

Below are figures that were developed by Tom Dowfrthe Maine Department
of Environmental Protection. These figures repnebaseline monitoring data for the
Class | sites (and Washington DC) based on IMPR@\&itoring network data using
the EPA approved “default” algorithm for calculatiregzonstructed extinction and
estimating natural background conditions. Theagssics may need to be recreated
using the alternative methodology approved by MIBEROVE steering committee and
adopted by the MANE-VU states. Glide path grapksexcreated on the VIEWS website
(http://vista.cira.colostate.edu/viewsising the Annual Summary Trends tool. Seasonal
graphs were created from data downloaded from tB&\\5 website using the Annual
Summary Composition tool and should be updateddiodie 2004 data for a complete
description of regional haze baseline data.




PM, s and Regional Haze Air Quality Problems in the MAXE Region: A Conceptual Description Page B-2

APPENDIX B: MONITORING DATA FROM CLASS |
SITES IN MANE-VU

Figure B-1. Monitoring Data from Acadia NP, ME
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Figure B-2. Monitoring Data from Brigantine, ME
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Figure B-3. Monitoring Data from Great Gulf, NH
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Figure B-4. Monitoring Data from Lye Brook, VT
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Figure B-5. Monitoring Data from Moosehorn, ME
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Figure B-6. Monitoring Data from Washington, DC
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Figure B-7. 20% Worst and Best 2000-2003 Visibit Days at Acadia NP, ME
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Figure B-8. 20% Worst and Best 2000-2003 Visibiyt Days at Brigantine, NJ
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Figure B-9. 20% Worst and Best 2000-2003 Visibit Days at Great Gulf, NH
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Figure B-10. 20% Worst and Best 2000-2003 Visibili Days at Lye Brook, VT
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Figure B-11. 20% Worst and Best 2000-2003 Visibili Days at Moosehorn, ME
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Figure B-12. 20% Worst and Best 2000-2003 Visibili Days at Washington, D.C.
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Figure B-13. 20% Best 2000-2003 Visibility Days ®giated Contributions to Extinction

percent contributon to particle extinction Created by Tom Downs
Site ] OrgC  Elem C Il Coarse Mass Maine DEP-BAQ 12/13/2005
Acadia 72 9 11 5 0.6 2
Moosehorn 70 8 14 5 0.5 3
Lye Brook 72 9 12 5 0.6 2
Brigantine 68 11 13 5 0.6 4
Washington DC 61 14 15 7 0.7 2
Great Gulf 76 3 13 4 0.6 3 “‘
Great Gulf Moosehorn
(Presidential Range) (Roosevelt Campobello)
94 Mm A 82 Mmt
(45 kmf22.5 dy

5 Lye Brook ‘\‘

108 Mmt
(38 kmi23.9 dy

Brigantine
159 Mm?
(25 km'27.9 dy

Washington D.C.
176 Mm?
(22 km/29.0 dy)

carbon (f) + 1* soil(f) +0.6 * coarse mass

o

(48 kmi21.4 dy

Acadia
91 Mmt
(44 kml22.4 dy)

20% Worst Visibility
Speciated Contributionsto
Extinction (2000-2003 except for
Great Gulf 2001-2003)

WIRONzg,
S

Extinction = 3*f(RH)*sulfate(f) + ;)
1.29*Nitrate(f) + 4*1.4*OC(f) + 10* elemental %

Rt



PM, s and Regional Haze Air Quality Problems in the MAYE Region: A Conceptual Description Page B-15

Figure B-14. 20% Best 2000-2003 Visibility Days ®giated Contributions to Extinction

percent contributon to particle extinction
Site 2l OrgC  Elem C 0 Coarse Mass Created by Tom Downs,
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Appendix C: Additional Considerations for PM, s
Air Quality Management
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APPENDIX C: ADDITIONAL CONSIDERATIONS FOR
PM,sAIR QUALITY MANAGEMENT

C.1. Averaging times and data interpretation

In analyzing the chemical data available for intetimg the air quality event of
August 2002, it is important to point out that tiee of different averaging times can
have a profound effect on our understanding optiogression of any specific episode.
Many subtleties of synoptic-scale meteorology anabapheric chemistry are “aliased
out” of data sets with temporal resolution gre#tan 3-6 hours. These effects are
demonstrated in Figure C-1 which show fine aero&sDW data from New Haven for
the “episode” period August 10-16, 2002. In thiggeres, the hourly TEOM values have
been aggregated into 3-, 6- and 24-hour mean valdesrage concentrations are
inversely proportional to the length of the avenggperiod and the ratio of peak hourly
concentration within a daily average ranges fromuald.5 to 1.75 for this episode.

Figure C-1. Effects of averaging times (or tempoiraesolution) on time series information

Figure 5.6(a) Unfiltered (hourly) TEOM data from New Haven, Conn. Figure 5.6(b) New Haven, Conn. TEOM data with a 3-hour filter.
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Figure 5.6(c) New Haven, Conn. TEOM data with a 6-hour filter. Figure 5.6(d) New Haven, Conn. TEOM data with a 24-hour filter.
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C.2. Rural versus urban PM, s mass

Comparison of PMs concentrations from rural areas with those from
urban/suburban areas can add significantly to adetstanding of the impact on air
quality of both urban sources and of medium to {oamge fine aerosol transport. To
assist with this approach, data from 10 pairs ddlrand urban/suburban FRM sites
throughout the MANE-VU region were selected andyarea.

Table C-1 shows basic site description informairatuding the approximate,
straight-line distance between the site pairs.

Due to the difficulty in finding a significant nurabof urban-rural site pairs that
operated on the same sampling schedule, sitesamitixture of schedules were used to
insure samples representative of the entire MANEfgglon. As a result, three of the 20
sites employed an everyday schedule while two sdespled every sixth day (the
remainder sampled every third day). Data fromtlinee everyday sites were edited so as
to include data from the 1-in-3 schedule only.allpa total of 1098 data points were
possible from the 10 site pairs for 2002. Of tB8& possible point-pairs, 951 (87%)
were valid and were used in this analysis.

Table C-1. MANE-VU urban-rural site pair informati on

Inter-site
Distance
State| SiteNo |City Land use Location type Longitude Latitude (mi)
DE |100051002 Agricultural |Rural -75.55560 | 38.98470
DE |100010002|Seaford Residential |Suburban -75.61310 | 38.64440 24.0
MA | 250154002 |Ware Forest Rural -72.33472 | 42.29833
MA | 250130016 Springfield Commercial |Urban & Center City | -72.59140 | 42.10890 17.6
MD | 240030014 Agricultural |Rural -76.65310 | 38.90250
MD | 245100049 | Baltimore Residential |Urban & Center City | -76.63750 | 39.26170 25.2
ME | 230052003 | Cape Elizabeth |Residential |Rural -70.20778 | 43.56083
ME | 230010011 |Lewiston Commercial |Urban & Center City | -70.21500 | 44.08940 37.0
NJ |340218001 Agricultural |Rural -74.85470 | 40.31500
NJ | 340210008 | Trenton Residential |Urban & Center City | -74.76360 | 40.22220 7.7
NY | 360010012 |Albany Agricultural |Rural -73.75690 | 42.68070
NY | 360930003|Schenectady |Residential |Suburban -73.94020 | 42.79960 11.7
NY | 361030001 |Babylon Commercial |Rural -73.42030 | 40.74580
NY | 360590013 |Bethpage Residential |Suburban -73.49060 | 40.76080 3.3
NY | 360130011 Westfield Agricultural |Rural -79.60250 | 42.29080
PA | 420490003 |Erie Commercial |Suburban -80.03860 | 42.14180 22.2
PA | 420030093 Residential |Rural -80.02080 | 40.60720
PA | 420030021 |Pittsburgh Residential |Suburban -79.94140 | 40.41360 14.0
PA | 420290100 Commercial |Rural -75.76860 | 39.83440
DE |100031012|Newark Residential |Suburban -75.76170 | 39.69190 10.0
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As expected, urban/suburban areas, with theirsugiply of emission sources,
almost always reported higher concentrations thaim hearby sister sites in rural areas.
Of the 951 valid data pairs, 660 showed highermtdurban levels while 291 cases
showed higher rural levels.

One interesting aspect of the 2002 urban-rural daaerns the pattern in
seasonal differences between such site pairs. @t shows the difference (urban-
rural) between the 10 site pairs as a time series.

Figure C-2. Difference in FRM data between 10 urba-rural site pairs for 2002
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Although some rural-to-urban seasonal differences@be expected, the
variation in the magnitude of this difference ispising. In the warm/hot months, the
mean rural/urban difference amounts to no more #taf pg/m (based on a best-fif?
order polynomial curve), which is a relatively shdifferential. However, during the
cool/cold months that difference climbs to almostgin?, demonstrating a total annual
seasonal variation of at least 3 ug/mBecause the mean annual concentration of a# sit
is 12.6 pg/m, an annual variation of 3 pgirhecomes significant.

One explanation for the observed seasonal variaboeerns the temporal
distribution of local and transported emissions.the summertime, MANE-VU sites
repeatedly experience sulfate events due to trangpm regions to the south and west.
During such events, rural and urban sites throughANE-VU record high (i.e.,
>15 ug/m) daily average Pl concentrations. During summer stagnation events,
atmospheric ventilation is poor and local emissiaresadded to the transported burden
with the result that concentrations throughoutréggon (rural and urban) are relatively
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uniform. There are enough of these events to dneeurban-rural difference down to
less than 1 pg/frduring warm/hot months.

During the wintertime, strong local inversions fuegtly trap local emissions
during the overnight and early morning periodsuitasg in elevated urban
concentrations. Rural areas experience those sa@esions but have relatively fewer
local sources so that wintertime concentrationsiral locations tend to be lower than
those in nearby urban areas. Medium and long-ringeerosol transport events do
occur during the winter but at a much reduced catapared to summertime. So, it is the
interplay between local and distant sources asasgetheteorological conditions that
drive the observed seasonal urban-rural differeam&&kM concentrations.

C.3. Seasonal relationship between Pk and NOy

Because nitrogen oxides (Ncan be a good indicator of regional as well as
local emissions, NQdata for the MANE-VU region was downloaded from WP2Es
AQS. Ultimately, data from six widely separated MAIVE) NOx sites were selected
(one site each in CT, DC, MA, NH, PA and VT). Swkesre selected both for high data
capture rates and geographic location. The N&ta were then aggregated into regional
averages on a daily basis and compared tg/RM data from 34 “everyday” sampling
sites (which were also averaged on a regional basis

During 2002, there were virtually no periods whegional mean Pl
concentrations rose above 20 pgand were not accompanied by rising (or already
high) NOx concentrations. However, as seen in Figure Cc3, dbncentrations vary
widely on an annual basis and tend to occur owtyof: with fine particle concentrations.

Although the min/max extremes of these two polltgare offset in time, they are
highly correlated during some parts of the yeasr éxample, Figure C-4 shows the
regional PM s and NG data for the coldest (Jan., Feb., Nov., and Dexl)nettest
(May, June, July and Aug.) seasons of 2002. WinterNOx and PM s concentrations
are rather well correlated?0.67) while summertime concentrations are notldined.
This dichotomy can be explained by several cointiééfects including: 1) reduced UV
radiation during cold months (which prevents phgiisl of NGQ to O;); 2) the increase in
space heating requirements from stationary sovaeish preferentially increases
morning NQ emissions; increased N@missions due to “cold-start” mobile source
engines and 3) decreased mixing height depthsadregiticed solar input (which allows
morning concentrations to build quickly). Notettha Spring/Fall Pis vs. NG
correlation (not shown) lies about mid-way betw#enwinter/summer values shown in
Figure C-4.
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Figure C-3. Regional PM s and NOx in 2002
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Executive Summary

The primary objective of the MARAMA PM, 5 forecasting assistance project was to develop and
evaluate statistical-based tools to support PM, s forecasting for nine cities in the MARAMA
region. The nine cities included Charlotte, North Carolina; Bristol, Roanoke, and Richmond,
Virginia; Washington, D.C.; Baltimore, Maryland; Philadelphia, Pennsylvania; Wilmington,
Delaware; and Newark/Elizabeth, New Jersey. The study included the analysis of PM2.5 and
meteorological data using Classification and Regression Tree (CART) analysis software and the
development, testing, and evaluation of interactive forecasting tools for each area. Data and
information gathered throughout the course of the project were used, together with the CART
analysis results, to describe the relationships between meteorology and PM concentration and,
specifically, the conditions associated with high PM, s events in each forecast area.

CART Analysis

The CART analysis software was applied for each area for a multi-year period (nominally 1999—
2002). All days with available data within this period were classified and grouped into bins in
accordance with the values of observed and calculated meteorological and air quality
parameters that comprised the input dataset. Twenty-four-hour average PM, s concentration
was used as the classification variable for this application and a variety of meteorological and air
quality parameters were used as input data.

The air quality data used for this study consisted of measurements of PM, s from sites located
within and potentially upwind of each area of interest. The final dataset used for the CART
analysis included Federal Reference Method (FRM) PM, s data.

The meteorological data used for this study consisted of measurements of various surface and
upper-air meteorological parameters for sites located within and near each area of interest.

Each CART classification bin was assigned to one of three classification categories,
representing a different range of PM, s concentration. The three categories were defined
according to the EPA established guidelines for PM2.5 forecasting: less than 15.5 (Category 1),
15.5 to less than 40.5 (Category 2), and greater than or equal to 40.5 ugm™ (Category 3). Since
only a few data points were in the highest EPA category of greater than or equal to 65 ugm,
this category was not used in the analysis. The three categories used in this analysis are also
referred to as “good”, “moderate”, and “unhealthy for sensitive groups (USG).”

As part of the CART application, more than 20 diagnostic and sensitivity tests were conducted
for each area. The first of these included only the meteorological input parameters. The
remaining tests examined the use of alternate input parameters, as well as different forms of the
classification variable for PM, .

Key findings from the CART analysis include:

o Different types of PM, s episodes can be identified for each area based on meteorological
and prior day PM indicators.

e Regional PM, s parameters are more important in classifying the days for smaller/southern
urban areas; local PM, s variables are more important for the larger/more northern areas.

o Stability parameters are important for all areas and more stable conditions are generally
associated with higher PM, s concentrations.
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e Temperature is used to segregate the days seasonally and is overall well correlated with the
observed PM, 5 concentrations.

¢ Relative humidity is also used to segregate the days but high relative humidity can be
associated with both low and high observed PM, s concentrations

e Wind speed is important in defining classification groupings and lower wind speeds almost
always lead to higher PM, 5 bins.

¢ Wind direction is often used by CART to separate and group the days, but does not always
vary regularly among the categories.

o For all areas, less precipitation is associated with lower PM, s but is not frequently used by CART.

The CART results can be characterized in terms of classification accuracy, which is used to
guantify the degree to which days within each bin have observed concentrations corresponding
to the range assigned to the bin. Misclassification can occur due to a number of reasons
including: monitoring network limitations, length (completeness) of the analysis period, use of
discrete classification categories, and data errors or missing data.

For this study, two sets of final CART results were produced. The first of these was used to
prepare the operational versions of the forecasting tools for each area. For this set of results,
the average classification accuracy is 84 percent, ranging between 80 and 91 percent, as
presented in Table ES-1.

Table ES-1. CART Classification Accuracy for the Operational Forecasting Tools

Number of Classification
CART Bins Accuracy (%)

Charlotte 33 81
Bristol 33 90
Roanoke 34 91
Richmond 29 83
Washington 38 80
Baltimore 34 80
Philadelphia 35 82
Wilmington 36 81
Newark 34 86

For forecasting purposes, it is important that higher PM days are correctly classified, and that
the number of lower PM days placed into higher PM bins is minimized. For Charlotte, Bristol,
Roanoke, and Richmond, there were very few Category 3 days. All Category 3 days were
correctly classified. There was some tendency for CART to place Category 1 and 2 days into
the Category 3 bins, especially for Charlotte and Bristol.

For the Washington, Baltimore, Philadelphia, Wilmington, and Newark areas, there were more
Category 3 days. With the exception of two days for Washington, all of the Category 3 days
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were correctly classified. However, a significant number of Category 2 days (as well as some
Category 1 days) were misclassified as Category 3.

A second set of CART results were produced for research purposes and were used to prepare
research versions of the forecasting tools for each area. The research CART results differ from
the operational CART results in their use of prior-day PM, s input parameters. The research tools
rely primarily on PM, s data for one day rather than two days prior to the analysis day. For the
research results, the average classification accuracy was 84 percent, ranging from 78 to 91
percent. Although the overall accuracy was similar, these results were generally less promising
than the operational results, mostly because more days from Categories 1 and 2 were
misclassified into the Category 3 bins. This is somewhat puzzling since more information about
prior day PM, s concentration should improve the classifications rather than degrade them. This
issue was not resolved as part of the current project and the research versions of the tools were
developed to allow further investigation of this issue and to support future work in this area.

PM,s Forecasting Tools

The CART results were transformed into forecasting algorithms for each area so that observed
and predicted values of the input parameters (for current and future days) could be used to place
a future day into a classification bin. Future values for the meteorological parameters were
obtained from standard meteorological forecast products, for example, the National Weather
Service ETA model, the Global Forecast Systems (GFS) model, or the Nested Grid Model
(NGM)). The resulting classification and forecast was determined by the observed and predicted
data values and the pathways that comprise the CART classification tree. In this forecast mode,
the predicted PM, s concentration is assigned the value of the classification bin in which the day is
placed.

This approach to forecasting has several attributes. Compared to simple regression techniques,
the use a CART-based forecasting algorithm accommodates the possibility that different
meteorological conditions can lead to the same or similar PM, s concentration and, most
importantly, that there may be multiple pathways to high PM,s. The parameters and parameter
values associated with the CART classification tree provide information about the relative
importance of these parameters in determining forecast PM, s concentrations. Thus the CART
technique offers physical insight into phenomena being studied. By segregating the data values
into classification bins, CART also provides information regarding the frequency of occurrence
of the conditions associated with each classification category. In this manner, the likely
recurrence rate for a particular type of day and the associated prevalent conditions were
obtained.

An important consideration in forecasting is, of course, the availability of real-time data to support
forecasting. PM, s data collected using FRM measurements were used for the CART analysis—as
they were expected to provide the most consistent and accurate values. However, forecasters must
rely on continuous measurements of PM, s (which are available on a near real time basis) to provide
information about prior day PM levels at local and upwind sites. Continuous PM, s measurements do
not always agree with the FRM measurements. Adjusting the continuous data to an FRM equivalent
value may be one way to overcome this limitation.

For each set of CART results, four tools were developed. The four tools were for: 1) Charlotte;
2) Bristol, Roanoke, and Richmond; 3) Baltimore, Washington, Philadelphia, and Wilmington;
and 4) Newark. Each tool consisted of an interface for the entry of observed and forecasted
data and other parameters, the forecasting algorithms and supporting calculations for one or

ICF Consulting/SAl Vil Report for MARAMA on PM25 Forecasting Tools
04-046 September 30, 2004



Executive Summary

more areas, and several options for the display, summary, and storage/archival of the input
parameters and the forecast results. The operational versions of the tools were used to support
the first year of PM, s forecasting for several of the areas of interest.

Preliminary versions of each tool were evaluated on a real-time basis and using historical data.
Meteorologists in six of the nine MARAMA areas tested the draft versions of the operational
PM, 5 forecasting tools during February and March of 2004. For as many days as possible, each
participant entered the measured and forecasted meteorological and air quality data required by
the tool to predict the next day's PM, 5 level. For the real-time evaluation, prediction accuracy
ranged from 55 to 75 percent using strict evaluation criteria, and from 75 to 88 percent when
days with observed concentrations very close to the values defining the different categories
were considered to be correctly classified within either category. It is important to keep in mind
in reviewing these percentages that all of the days forecast exhibited low (good) or moderate
PM, s levels. No high PM days were observed at the continuous monitors in February and
March of 2004.

Continuous data were used to evaluate the forecasts during the initial real-time evaluation period.
Later, the evaluation statistics were recalculated for four of the areas using FRM data. Forecast
accuracy was better for Richmond and Wilmington, but worse for Charlotte and Baltimore when the
FRM data were used in place of the continuous data for evaluation. The greatest differences in
performance were for Wilmington (where the FRM concentrations tended to be lower than the
continuous values) and Baltimore (where the FRM concentrations tended to be higher than the
continuous values). Thus, uncertainty in the observed PM concentrations may affect the integrity of
the real-time evaluation results.

Overall, the real-time testing of the draft version of the forecasting tools was inconclusive
primarily because the period February-March 2004 did not contain any days with high PM, 5
concentrations.

Use of historical data for June through August 2003 enabled evaluation of the forecasting tools
for all nine areas. Unlike the real-time 2004 evaluation, the summer 2003 period provided ample
USG days to test the tools’ ability to accurately predict high PM.

The historical evaluation suggested that given perfect forecasts of the meteorological input
parameters, PM, s concentration ranges can be correctly predicted for 50 to 70 percent of the
days and correctly predicted using the less strict evaluation criteria for 65 to 85 percent of the
days (with the exception of Bristol, which has a 55 percent accuracy even with the less strict
criteria).

In the historical evaluation, the two sites with the worst performance were Bristol and Roanoke.
These sites had fewer data than the other sites. This outcome suggests that, because of the
limited database, the CART results are incomplete with respect to representing all of the types
of conditions that might occur at these sites. The implication is that use of a limited dataset may
limit the predictive capability of the tools. The limited size of the historical database used to
develop the tools limits for forecast performance for all areas.

The false alarm rate was relatively high for all areas, where it could be calculated, and this
reflects the tendency for overestimation found in the CART results. With this tendency, the
probability of detection is good for most sites, and the bias is positive in all cases for which it
could be calculated. This outcome suggests that the meteorological inputs, and consequently
the CART results may not sufficiently represent the conditions associated with the day-to-day
transition from high to lower PM concentrations. The overpopulation of the higher PM bins with
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lower PM days (both in the CART results and in the historical forecast results) may also be due
to a lack of a sufficient number of high PM days in the dataset. High PM,s days are needed in
the dataset to provided a good representation of the conditions that are associated with these
days.

For a first attempt at developing a CART-based forecasting tool for these nine areas, the results
are promising. The evaluation statistics are lower than, but not that much lower than those that
would be considered good for 8-hour ozone forecasting (and ozone is a simpler pollutant to
forecast and has been much more extensively measured and studied).

Factors Influencing PM,s Concentrations

In describing the factors influencing PM, s concentrations for each area, we considered 1) the
magnitude and spatial and temporal characteristics of the PM, s concentrations, 2) the
meteorological features influencing PM, s concentrations, and 3) the characteristics of high
PM, s events. The analysis was designed to complement, in a qualitative sense, the forecast
information provided by the CART-based PM, 5 forecasting tools.

With regard to the spatial and temporal characteristics of the PM, 5 concentrations observed in
the areas of interest:

o There is a greater incidence of high PM; s days in the northern part of the MARAMA study
area and within the larger metropolitan areas.

¢ During the period studied, the largest number of observed USG days occurred either during
the second or third quarters of the year, encompassing the late spring and summer periods,
although some USG days occurred during the fall and winter months as well in some areas.

e Correlations of PM, 5 concentrations among the different areas suggest that there is a
regional component to PM;s in the areas of interest from Washington (possibly Richmond)
northward, but that on any given day (with a few exceptions) there are also local
meteorological and/or emissions influences that affect the areas separately.

e The characteristics of high PM, s events vary among the areas of interest according to
geographical characteristics and local and regional emissions characteristics.

Considering the meteorological features influencing PM, s concentrations and the characteristics
of high PM, 5 events:

¢ A review of the meteorological conditions associated with high PM, s in the areas of interest
reveals that many of these days are influenced by a slow-moving or stationary high pressure
system over the area of interest that results in suppressed vertical mixing of
emissions/pollutants and low wind speeds or stagnation.

e For most of the areas, there are different types of high PM, s events and these are
distinguished by different stability characteristics and wind directions; the overall
characteristics also vary with season.

o CART appears to be able to distinguish and group the USG days quite effectively.
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Recommendations

Based on the results and findings of the study, as well as the issues and problems that we
encountered in conducting the work, we provide recommendations for future enhancement of
the forecasting tools and an improved understanding of PM, 5 issues in this section.

All aspects of this study (including the development, refinement, and evaluation of the
forecasting tools) emphasize the need for daily FRM and continuous PM, s data on both a local
and regional basis.

As more PM, 5 data become available, use of a larger dataset encompassing a longer time
period would likely better capture the range of different meteorological/PM, s conditions that are
likely to occur in the future as well as to better characterize the conditions associated with high
PM days (which were few in number during the analysis period for several of the areas).

Continued evaluation of the forecasting tools, including an assessment of the different
meteorological forecast products, will also provide important information related to improving
forecast skill.

The data and results of this study could be used to enhance PM, s State Implementation Plan
(SIP) analyses for the areas of interest. Specifically this study can be used to support the
development of a “conceptual description” of PM, s formation and transport for each area (a
required element of a SIP). The study results could also be used in “weight-of-evidence”
analyses in which data and modeling results are use to support or corroborate the outcome of
an attainment demonstration.
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1.1. Background and Objectives

The recent emphasis on fine particulate matter as an air pollutant of concern is based primarily
on epidemiological studies that have indicated a cause and effect relationship between
exposure to fine particles and health effects, including respiratory and cardiovascular disease
and premature mortality. Particulates are also a primary constituent of regional haze, which
limits visibility and thus diminishes the natural beauty of our environment.

Fine particulates in the atmosphere consist of primary particles that are emitted directly from
sources and secondary particles that form in the atmosphere through chemical and physical
processes. Pollutants that contribute to the formation of secondary aerosols include sulfur
dioxide (SO), oxides of nitrogen (NO,), and ammonia (NH3). Natural sources of fine particulates
and precursor pollutants include wind blown dust, sea salt, and forest fires. Anthropogenic
contributors include numerous agricultural, mobile, and industrial sources. Meteorology plays an
important role in particulate formation and transport and the determining the ambient particulate
concentration levels.

The U.S. Environmental Protection Agency (EPA) established new National Ambient Air Quality
Standards (NAAQS) for fine particulate matter in 1997. Under these standards, fine particles are
defined as those with a diameter of less than 2.5 microns; particles of this size are also referred
to as PM,s. The annual PM; s standard requires the three-year average annual mean
concentration to be less than 15 micrograms per cubic meter (ugm™). The daily PM, s standard
requires the three-year average of the 98" percentile daily average concentration to be less
than 65 ngm. According to recent data and recommendations by the States and EPA, the Mid-
Atlantic Regional Air Management Association (MARAMA) region contains several
nonattainment areas for PM, 5, based on the annual standard.

Compliance with these standards requires state and local agencies to monitor PM; s
concentrations within populated areas and, as needed, to develop and implement air quality plans
for attainment and maintenance of the standards. To help protect public health, state and local
agencies began daily forecasting of PM, s concentrations in October 2003. Information regarding
expected PM, s concentrations allows the public to make informed decisions about their daily
activities and to avoid unnecessary exposure to unhealthful concentrations. This information can
also be used by businesses and industries to guide activities related to mitigation of emissions
that may contribute to unhealthful particulate levels.

The primary objective of the MARAMA PM, s forecasting assistance project was to develop and
evaluate statistical-based tools to support PM; 5 forecasting for nine cities in the MARAMA
region. The nine cities include Charlotte, North Carolina; Bristol, Roanoke, and Richmond,
Virginia; Washington, D.C.; Baltimore, Maryland; Philadelphia, Pennsylvania; Wilmington,
Delaware; and Newark/Elizabeth, New Jersey. A secondary objective was to use available data
and the results from the statistical analysis to understand the factors influencing PM, s formation
and transport in each forecast area and the MARAMA region.

1.2. Technical Overview of the Project

In this study, we used available air quality and meteorological data, together with the
Classification and Regression Tree (CART) analysis technique, to develop forecasting
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algorithms as well as a description of the factors influencing PM, s concentrations within each of
the nine areas of interest. The data were obtained from EPA and the National Weather Service
(NWS) and were processed and quality assured for use in the CART analysis. The CART
technigue was then used to examine and extract information from the data, and the resulting
information was used to describe each area and to develop the forecasting algorithms. A
schematic diagram of the CART-based forecasting and analysis methodology is provided in
Figure 1-1.

Figure 1-1. Conceptual Design of the MARAMA PM2.5 Forecasting and Analysis Methodology
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CART is a statistical analysis tool that can be used to separate days with different values of a
classification variable into different bins. The CART technique accomplishes this task through
the growth of a binary decision tree, comprised of a progression of binary spits on the values of
a set of input variables. The resulting tree has multiple branches, of varying complexity, each of
which represents a path to a specific bin. Each bin is associated with a range of values of the
classification variable.

For this analysis, CART was applied for a multi-year period (nominally 1999-2002) and all days
within this period were classified and grouped into bins in accordance with the values of
observed and calculated meteorological and air quality parameters that comprise the input
dataset. We used 24-hour average PM, s concentration as the classification variable for this
application and a variety of meteorological and air quality parameters as input data.
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The resulting CART trees were transformed into forecasting algorithms for each area so that
observed and predicted values of the input parameters (for current and future days) can be
used to place a future day into a classification bin. Future values for the meteorological
parameters are obtained from standard meteorological forecast products. Using this approach,
the path taken through the CART tree and the resulting classification is determined by the
observed and predicted data values and the binary splits that comprise the classification tree. In
this forecast mode, the predicted PM; s concentration is assigned the value of the classification
bin in which the day is placed. By providing a basis for estimating PM, s concentrations using
observed (or predicted) values of related variables, CART analysis can be used to forecast
PM, s concentrations.

The CART-based forecasting algorithm relies on the relationships that are identified between
the input variables and PM, s concentration (as derived using observed data). We also used this
information in this study to improve our understanding of the factors and processes contributing
to high PM, 5 values in the areas of interest and throughout the region.

This approach enabled the preparation of useable forecasting tools to support the first year of
PM, s forecasting for several of the areas of interest. However, the ability of the tools to
represent the type and range of conditions and the different types of PM, 5 events that
characterize each area is limited by the data used to develop the tool. Data for 1999-2002 were
used, and, for most areas, data were available for only a subset of this period. It is anticipated
that the incorporation of new data and information would enhance the performance of the tools
as well as our understanding of PM, 5 issues.

1.3. Report Contents

A summary of the data used in this project is provided in Section 2 of the report. The CART
application is described in detail in Section 3. The factors influencing PM, s concentrations within
each area are discussed in Section 4. The forecasting tools are documented in Section 5, and an
evaluation of the tools is presented. Finally, some recommendations for further study are provided
in Section 6.
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This project relied on historical air quality and meteorological data to support the development
and evaluation of the CART-based forecasting tools. The acquisition, processing, and archival
of the historical data is described in this section of the report.

2.1. Air Quality Data

The air quality data used for this study consist of measurements of PM, 5 for sites located within
and potentially upwind of each area of interest. The final dataset used for the CART analysis
includes PM, s data obtained using the Federal Reference Method (FRM) measurement
systems. Data collected using one or more continuous measurement systems were obtained
and processed as part of an exploratory CART analysis. Data for the precursor species sulfur
dioxide (SO;) and oxides of nitrogen (NO,) were also obtained and processed for two of the
areas of interest.

2.1.1. Data Sources and Initial Processing Steps

All air quality data were obtained from the AIRS (Atmospheric Information Retrieval System;
http://www.epa.gov/air/data/index.html) database. This database is updated regularly by EPA
and the latest version of the database at the time of data retrieval was used.

In preparing the PM, 5 data, we first identified all monitoring sites within and potentially upwind
of each area of interest and determined whether the data for each individual site are FRM,
continuous, or speciated. We also determined the data collection interval. For upwind sites, we
required the availability of both daily FRM and continuous data—the former for use in the CART
analysis as an indicator of the prior day’s upwind PM, s concentration and the latter for use in
forecasting. We then extracted and reformatted the FRM data for each available site. For most
sites, the FRM data are available on a daily basis. For two areas, Bristol and Roanoke, Virginia,
the FRM data are available every three days.

During the course of the PM; 5 forecasting project, several exploratory CART analyses were
performed that used additional air quality data. SO, and NO, data were obtained from AIRS and
processed for sites in the Baltimore and Charlotte areas. Continuous PM, s data were also
obtain and processed for all of the areas of interest and associated upwind areas.

To ensure the reliability of the underlying data from the AIRS database as well as the extraction
and reformatting steps, we conducted the following quality assurance checks for all data:

¢ State and county codes for each site were verified.
e Units for all data elements were confirmed.

o Randomly selected values in the re-formatted files were cross-checked against the original
data files for accuracy.

e PM,5 (or other species) values for each site were extracted and sorted according to
magnitude, to check the range of values for reasonableness (e.g., that all concentration
values are positive) and the completeness of the dataset (i.e., that missing values are
accounted for and properly indicated).
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2.1.2. Summary of Data Sites and Parameters

Table 2—1 lists the air quality data sites for each area of interest, as used for the MARAMA
PM, s forecasting tool development project. Both local and potential upwind sites are listed; only
local sites were used in determining the area-wide maximum PM, s concentration for input to

CART.
Table 2-1. Summary of Air Quality Monitoring Sites
and Data Used in the MARAMA PM, s Forecasting Tool Development Project
Date
Area/Site Name AIRS ID Pollutant Meaﬁ_l;r:?ent FSr Zgﬂrgy ((:fg:np?ﬁggz? US:;QI;AiET
study)
Charlotte
Kannapolis 370250004 PM2s FRM 1in 3 days 1/99 Local
Gastonia 370710016 PM2s FRM 1in 3 days 1/99 Local
Charlotte #10 Fire Station | 371190010 PMzs FRM Daily 1/99 Local
Charlotte Plaza 371190034 PMzs FRM Daily 1/99-7/99 Local
Charlotte #16 Fire Station | 371190040 PMzs FRM 1in 3 days 1/99 Local
Charlotte Garinger 371190041 PM25/SOa/ FRM/TEOM/ | Daily/Hourly 7199 Local/
NOx Analyzers Recirculation/
Exploratory
Emerywood Dr. 371190042 PM2s FRM 1in 3 days 9/00 Local
HWY 321—Back Field 450910006 PMzs FRM 1in 3 days 1/99 Local
Winston-Salem 370670022 PM25/SO2 FRM Daily/Hourly 1/99 Upwind/
Exploratory
Greenville 450450009 PMzs FRM Daily Upwind
Spartanburg 450450010 PMzs FRM Daily 1/99 Upwind
Greenville 450450008 S0O2 Analyzer Hourly Exploratory
Bristol
Sullivan Co, TN 471631007 PMz2s FRM 1in 3 days 1/99 Local
Highlands View 515200006 PM2s FRM 1in 3 days 1/99 Local
Elementary School
Knoxville—Davanna St. 470931013 PMzs TEOM Daily 1/99 Upwind
Knoxville—Vermont Ave. 470931017 PMzs FRM Daily 1/99 Upwind
Knoxville—Mildred Dr. 470931020 PMzs FRM Daily 1/99 Upwind
Roanoke
Raleigh Court Library 517700014 PMzs FRM 1in 3 days 1/99 Local
Market Street Fire Station = 517750010 PMzs FRM 1in 3 days 1/99 Local
ICF Consulting/SAl 2-2 Report for MARAMA on PM2.s Forecasting Tools

04-046

September 30, 2004



2. Project Database

Date
Area/Site Name AIRS ID Pollutant Meaﬁ_l;r:?ent FSr Zgﬂrgy ((:fg:np?ﬁgg%? Us,fnigl;:sAisRT
study)
Winston-Salem 370670022 PM2s FRM Daily 1/99 Upwind
Richmond
Shirley Plantation 510360002 PM2s FRM 1in 3 days 1/99 Local
Bensley Armory 510410003 PM2s FRM 1in 3 days 1/99 Local
Mathematics & Science 510870014 PM2s FRM/TEOM Daily 1/99 Local/
Center Recirculation
DEQ Regional Office 510870015 PMzs FRM 1in 3 days 1/99 Local
DEQ Air Monitoring Office = 517600020 PMzs FRM Daily 1/99 Local
McMillan/DC 110010043 PMzs FRM/TEOM Daily 1/99 Upwind
Winston-Salem 370670022 PM2s FRM Daily 1/99 Upwind
Washington, D.C.
River Terrace School 110010041 PMz2s FRM Daily 2/99 Local
Ohio Drive 110010042 PMzs FRM 1in 3 days 2/99 Local
McMillan Reservoir 110010043 PM2s FRM Daily 1/99 Local/
Recirculation
Rockville 240313001 PMzs FRM 1in 3 days 7/99 Local
Goddard Space Center 240330002 PMzs FRM 1in 3 days 7102 Local
Suitland 240338001 PMzs FRM 1in 3 days 8/99 Local
Aurora Hills Vis. Ctr. 510130020 PMas FRM 1in 3 days Local
Lee District Park 510290030 PMzs FRM Daily 1/99 Local
Steven Corners 510591004 PM2s FRM 1in 3 days 1/99 Local
Lewinsville 510595001 PM2s FRM 1in 3 days 1/99 Local
Broad Run High School 511071005 PM2s FRM 1in 3 days 1/99 Local
Old Town (Baltimore) 245100040 PMzs FRM Daily 1/99 Upwind
Gettysburg 420010001 PM2s FRM Daily 1/99 Upwind
Math & Science Center 510870014 PMzs FRM Daily 1/99 Upwind
(Richmond)
Baltimore
Davidsonville 240030014 PM2s FRM 1in 3 days 8/99 Local
Ft. Meade 240030019 PMz2s FRM 1in 3 days 2/99 Local
Glen Burnie 240031003 PMzs FRM 1in 3 days 11/99 Local
Riviera Beach 240032002 PM25/SO2 FRM/ 1in 3 days 2/99 Local/
Analyzer Exploratory
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Date
Area/Site Name AIRS ID Pollutant Meaﬁ_l;r:?ent FSr Zgﬂrgy ((:fg:np?ﬁgg%? Us,fnigl;:sAisRT
study)
Padonia 240051007 PM2s FRM 1in 3 days 1/00 Local
Essex 240053001 PMzs FRM Daily 8/99 Local
Edgewood 240251001 PMzs FRM 1in 3 days 8/99 Local
NEPS 245100006 PMzs FRM 1in 3 days 8/99 Local
NWPS 245100007 PMzs FRM 1in 3 days 8/99 Local
SE Police Station 245100008 PMzs FRM 1in 3 days 6/01 Local
FMC 245100035 PMzs FRM Daily 8/99 Local
Old Town 245100040 PM2.s/ NOx FRM/TEOM Daily 1/99 Local/
Recirculation/
Exploratory
Westport 245100049 PM2s FRM 1in 3 days Local
Fire Stn. #50 245100052 PMzs FRM 1in 3 days 1/99 Local
McMillan Reservoir 110010043 PMzs FRM Daily 1/99 Recirculation
(Washington)
Gettyshurg 420010001 PMzs FRM Daily 1/99 Recirculation
Math & Sci. Center 517600020 PM2s FRM Daily 1/99 Upwind
(Richmond)
River Terrace School 110010041 SO2 FRM Hourly 2/99 Exploratory
Sci. Museum 517600024 SO2 FRM Hourly 1/99 Exploratory
Philadelphia
AMS Lab 421010004 PMzs FRM Daily 2/99 Local
Belmont Water 421010020 PMzs FRM 1in 3 days 3/99 Local
Treatment
Northeast Airport 421010024 PMzs FRM 1in 3 days 2/99 Local
Community Health 421010047 PM2s FRM 1in 3 days 2/99 Local
Services
Elmwood 421010136 PMzs FRM Daily 2/99 Local
Roxy Water Pump 421010014 PM2s FRM 1in 3 days Exploratory
Camden Lab 340070003 PMzs FRM 1in 3 days Exploratory
Pennsauken 340071007 PMzs FRM 1in 3 days Exploratory
Gibbstown 340155001 PMzs FRM 1in 3 days Exploratory
Bristol 420170012 PMzs FRM 1in 3 days Exploratory
Chester 420450002 PM2s FRM 1in 3 days Exploratory
Norristown 420910013 PMas FRM 1in 3 days Exploratory
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Date
Area/Site Name AIRS ID Pollutant Meaﬁ_l;r:?ent FSr Zgﬂrgy ((:fg:np?ﬁgg%? Us,fnigl;:sAisRT
study)
McMillan Reservoir 110010043 PM2s FRM Daily 1/99 Upwind
(Washington)
Old Town (Baltimore) 245100040 PM2.5 /NOx FRM Daily 1/99 Upwind
Gettysburg 420010001 PM2s FRM Daily 1/99 Upwind
New Castle—MLK 100032004 PMzs FRM Daily 2/99 Recirculation
Camden 340070003 PMzs FRM/TEOM Daily 1/99 Recirculation
Wilmington
Bellefonte 100031003 PMzs FRM 1in 3 days 1/99 Local
Lums Pond 100031007 PMz2s FRM 1in 3 days 1/99 Local
Newark UD 100031011 PM2s FRM 1in 3 days 3/99-11/99 Local
Newark 100031012 PMzs FRM 1in 3 days 12/99 Local
New Castle—MLK 100032004 PMzs FRM Daily 2/99 Local/
Recirculation
Fairhill 240150003 PM2s FRM 1in 3 days 11/99 Local
McMillan Reservoir 110010043 PM25s FRM Daily 1/99 Upwind
(Washington)
Old Town (Baltimore) 245100040 PM2s FRM Daily 1/99 Upwind
Gettyshurg 420010001 PMz2s FRM Daily 1/99 Upwind
Newark
Fort Lee 340030003 PMzs FRM 1in 3 days 1/99 Local
Newark 340130011 PMzs FRM/TEOM 1in 3 days 1/99 Local
Willis Center 340130015 PMzs FRM 1in 3 days 4/99 Local
Lexington 340130016 PMzs FRM 1in 3 days 7/01 Local
Ryders Lane 340230006 PMzs FRM 1in 3 days 1/99 Local
Elizabeth Lab 340390004 PMzs FRM Daily 1/99 Local/
Recirculation
Elizabeth—Mitchell 340390006 PM2s FRM 1in 3 days 1/99 Local
Rahway 340392003 PM2s FRM 1in 3 days 12/99 Local
MLK (New Castle) 100032004 PMzs FRM/TEOM Daily 2/99 Upwind
Camden 340070003 PMzs FRM/TEOM Daily 1/99 Upwind
Bethelehem- 420950025 PMzs FRM Daily 1/99 Upwind
Freemansburg
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Only the entries labeled local and upwind were used in the final CART analyses. The data for
the local sites were used to calculate the daily maximum PM, s concentration for the areas of
interest. The data for the upwind sites were used to provide information about possible transport
or recirculation of PM. For each area of interest with more than one local PM, s monitoring site,
the maximum over all local sites was determined and used to represent the daily PM, 5
concentration for that area. Similarly, for upwind areas with more than one PM, s monitoring site,
the maximum over all sites was used. In the exploratory analyses, data for the individual sites
were used independently.

The local PM, s concentration for each area provided the classification parameter for the CART
analysis. Specifically, the classification variable for each area was assigned a value of 1, 2 or 3
based on the value of the local daily maximum concentration. Each classification category
represents a different range of PM2.5 concentration. The three categories were defined based
on the EPA established guidelines for PM2.5 forecasting as follows: less than 15.5 (Category 1),
15.5 to less than 40.5 (Category 2), and greater or equal to 40.5 ugm™ (Category 3). Since only
a few data points were in the highest EPA category of greater than or equal to 65 pgm, this
category was not used in the analysis. The three categories used in this analysis are also
referred to by the colors: green, yellow, and orange and by the descriptors “good”, “moderate”,
and “unhealthy for sensitive groups (USG).”

The specific air quality parameters used in the final CART analysis for each area are listed and
described in Table 2-2. In this table and throughout the discussion of the CART analysis, the
“analysis” day is the day that is classified by CART and the two-days-prior day is the day two days
prior to the analysis day. Note that later in the report, the “analysis” day is the “forecast” day. In
both cases, it is the day for which the classification analysis or the forecast is being made.

Table 2-2. Summary of PM, s Parameters Used in the Final CART Analysis
to Support the MARAMA PM, 5 Forecasting Tool Development

Forecast Area = Parameter Name Description Units
Charlotte

bpm_c The classification parameter. It has a value of 1, 2, or 3 such that each none
value corresponds to a 24-hour average PM2.5 concentration for the
analysis day that is <15.5, 15.5 to < 40.5, or > 40.5 pgm3.

y2dpm_gs The 24-hour average PM2.5 concentration for two days prior at ugm3
Greenville-Spartanburg.
y2dpm_me The 24-hour average PM2.5 concentration for two days prior at pugm3
Mecklenberg.
y2dpm_ws The 24-hour average PM2.5 concentration for two days prior at Winston- ugm-3
Salem.
Bristol
bpm_br The classification parameter. It has a value of 1, 2, or 3 such that each none
value corresponds to a 24-hour average PM2.5 concentration for the
analysis day that is <15.5, 15.5 to < 40.5, or > 40.5 pugm.
y2dpm_kn The 24-hour average PM2.5 concentration for two days prior at Knoxville. ugm-3
Roanoke
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Forecast Area = Parameter Name Description Units

bpm_ro The classification parameter. It has a value of 1, 2, or 3 such that each none
value corresponds to a 24-hour average PM2.5 concentration for the
analysis day that is <15.5, 15.5 to < 40.5, or > 40.5 pugm.

y2dpm_ws The 24-hour average PM2.5 concentration for two days prior at Winston- ugm3
Salem.
Richmond
bpm_r The classification parameter. It has a value of 1, 2, or 3 such that each none

value corresponds to a 24-hour average PM2.5 concentration for the
analysis day that is <15.5, 15.5 to < 40.5, or > 40.5 pgm3.

y2dpm_mc The 24-hour average PM2.5 concentration for two days prior at pgm-3
Washington D.C. (McMillian).
y2dpm_rh The 24-hour average PM2.5 concentration for two days prior at Richmond. = pgm-3
y2dpm_ws The 24-hour average PM2.5 concentration for two days prior at Winston- ugm3
Salem.
Washington D.C.
bpm_dc The classification parameter. It has a value of 1, 2, or 3 such that each none

value corresponds to a 24-hour average PM2.5 concentration for the
analysis day that is <15.5, 15.5 to < 40.5, or > 40.5 ugms3.

mxmcotgy The maximum 24-hour average PM2.5 concentration for two days prior at ugms
McMillian (Washington D.C), Old Town (Baltimore), and Gettysburg.
y2dpm_rh The 24-hour average PM2.5 concentration for two days prior at Richmond. = pgm-3
Baltimore
bpm_b The classification parameter. It has a value of 1, 2, or 3 such that each none
value corresponds to a 24-hour average PM2.5 concentration for the
analysis day that is <15.5, 15.5 to < 40.5, or > 40.5 pugm3,
mxmcotgy The maximum 24-hour average PM2.5 concentration for two days prior at ugm3
McMillian (Washington D.C), Old Town (Baltimore), and Gettysburg.
y2dpm_rh The 24-hour average PM2.5 concentration for two days prior at Richmond. =~ ugm-
Philadelphia
bpm_p The classification parameter. It has a value of 1, 2, or 3 such that each none
value corresponds to a 24-hour average PM2.5 concentration for the
analysis day that is <15.5, 15.5 to < 40.5, or > 40.5 pugm3.
mxcanw The maximum 24-hour average PM2.5 concentration for two days prior at ugms3
Camden and New Castle.
mxmcotgy The maximum 24-hour average PM2.5 concentration for two days prior at ugm-3
McMillian (Washington D.C), Old Town (Baltimore), and Gettysburg.
Wilmington
bpm_w The classification parameter. It has a value of 1, 2, or 3 such that each none
value corresponds to a 24-hour average PM2.5 concentration for the
analysis day that is <15.5, 15.5 to < 40.5, or > 40.5 pugm3.
mxmcotgy The maximum 24-hour average PM2.5 concentration for two days prior at ugms
McMillian (Washington D.C), Old Town (Baltimore), and Gettysburg.
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Forecast Area = Parameter Name Description Units
y2dpm_nw The 24-hour average PM2.5 concentration for two days prior at New ugm-3
Castle.
Newark
bpm_n The classification parameter. It has a value of 1, 2, or 3 such that each none

value corresponds to a 24-hour average PM2.5 concentration for the
analysis day that is <15.5, 15.5 to < 40.5, or > 40.5 pugm3,

mxcanw The maximum 24-hour average PM2.5 concentration for two days prior at ugms
Camden and New Castle.

y2dpm_ez The 24-hour average PM2.5 concentration for two days prior at Elizabeth. ugms3

In the data files that accompany this report, the site-specific portions of the parameter names
are defined as follows:

gs = Greenville-Spartanburg, SC

me = Charlotte, NC (Mecklenburg Co.)
ws = Winston-Salem, NC

kn = Knoxville, TN

rh = Richmond, VA

mc = Washington, D.C. (McMillan Reservoir)
ot = Baltimore, MD (OIld Town)

nw = New Castle, DE

ca = Camden, NJ

ez = Elizabeth, NJ

gy = Gettysburg, PA

2.1.3  Problems and Limitations

A key limitation of the study is related to the availability of historical PM, 5 data for use in the
CART analysis. As indicated in Table 2-1, PM, s monitoring began during 1999 or 2000 for most
sites/areas and data completeness ranged from approximately 65 to 100 percent for the
dependent variable, based on the full period of 1999-2002. For the Bristol and Roanoke sites in
Virginia, data are available only every three days. Use of data for a three- to four-year period of
record with few high PM, s values may limit the ability of CART to identify the key high PM; s
regimes or distinguish the complete set of conditions that lead to the various PM, 5 levels—
simply because the high PM days and/or the full range of meteorological conditions are not
represented by a sufficient number of days in the historical database.

An important consideration in the use of the historical data to develop a real-time forecasting
tool is, of course, the availability of real-time data to support the forecasting. PM, s data
collected using the FRM measurement systems were used for the CART analysis—as they are
expected to provide the most consistent and accurate concentration values. It follows that these
data are best suited for establishing meaningful relationships between meteorological
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parameters and PM concentration. However, because they are collected using filters, data are
typically not available until several weeks after the sampling date. Instead, forecasters must rely
on continuous measurements of PM; s (which are available on a real time basis) to provide
information about prior day PM levels at local and upwind sites and to support the forecasting.
There are several different types of instruments used to collect continuous data, and these do
not always agree with the FRM measurements. The level of disagreement varies from site to
site, and typically from season to season (with temperature and humidity), as discussed in some
detail by Gillespie et al. (2004). The issue for the CART-based forecasting project is that the
real-time data from continuous measurement systems may be different enough from the FRM
data under some circumstances to cause an erroneous forecast. For most areas, prior day
PM2.5 concentrations were important to the CART analysis and thus to the forecasts -
increasing the possibility that differences in the data types could contribute to forecast errors.
Adjusting the continuous data to an FRM equivalent value is an option for the forecasters to use
to overcome this limitation.

2.2. Meteorological Data

The meteorological data used for this study consist of measurements of various surface and
upper-air meteorological parameters for sites located within and nearby each area of interest.
To represent the local- and regional-scale meteorological conditions for each area, we selected
one local surface meteorological monitoring site and one or more nearby upper-air monitoring
site(s). Upper-air data collected using profiler measurement systems were also obtained and
processed for several areas as part of an exploratory analysis.

2.2.1. Data Sources and Initial Processing Steps

The historical surface and upper-air data meteorological data were obtained from the National
Climatic Data Center (NCDC), either via the Internet or from published CD databases. Profiler
data were obtained from the National Oceanic and Atmospheric Administration (NOAA).

To ensure the reliability of the meteorological data as well as the extraction and reformatting
steps, we conducted the following quality assurance checks for all data:

o All source codes used to collect and reprocess data from the original format to that used by
CART were specifically reviewed before application to confirm the suitability of the data
processing software for the data type/format.

e The units for all data elements and for all sites were confirmed.

e The range of time over which the data are available and the time stamp for each data
element were reviewed.

e [For data elements that are used directly by CART, several (at least ten) random dates and
times were selected and the values of the meteorological data elements were spot-checked
against the original data files.

e For data elements that are computed from the original values, several (at least 10) random
dates and times were selected and the values of the derived quantities were checked against
independent calculations using the original data.

e The values of the meteorological parameters for each site were sorted according to
magnitude, to check the range of values for reasonableness (e.g., that all values are within
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expected ranges for each parameter) and the completeness of the dataset (i.e., that missing
values are accounted for and properly indicated).

222 Summary Tables
Table 2-3 lists the surface meteorological data sites for each area of interest, as used for the
MARAMA PM; 5 forecasting tool development project.

Table 2-3. Summary of Surface Meteorological Monitoring Sites
and Data Used in the MARAMA PM, s Forecasting Tool Development Project

Area/Site Name ’\Yx Eﬁ:\)’:r Parameters* FSr 2?5;?& Availlgggi_tgolt))gring
Charlotte
CLT—Charlotte Douglas Intl. Airport 13881 T, RH, WS, WD, Precip Hourly 1/99-12/02
Bristol
TRI—Bristol Tri Cities Airport 13877 T, RH, WS, WD, Precip Hourly 1/99-12/02
Roanoke
ROA—Roanoke Regional Airport 13741 T, RH, WS, WD, Precip Hourly 1/99-12/02
Richmond
RIC—Richmond International Airport 13740 T, RH, WS, WD, Precip Hourly 1/99-12/02
Washington, D.C.
DCA—Washington Regan National Airport 13743 T, RH, WS, WD, Precip Hourly 1/99-12/02
IAD—Washington D.C. Dulles Intl. Airport 93738 WS, WD Hourly 1/99-12/02
Baltimore
BWI - Baltimore Washington Intl. Airport 93721 T, RH, WS, WD, Precip Hourly 1/99-12/02
Philadelphia
PHL - Philadelphia Intl. Airport 13739 T, RH, WS, WD, Precip Hourly 1/99-12/02
Wilmington
Wilmington New Castle County Airport 13781 T, RH, WS, WD, Precip Hourly 1/99-12/02
Newark
EWR—Newark Intl. Airport 14734 T, RH, WS, WD, Precip Hourly 1/99-12/02

*T=temperature, RH = relative humidity, WS = wind speed, WD = wind direction...

The NWS surface meteorological datasets were largely complete. Missing data were
appropriately flagged in the CART datasets.

The upper-air meteorological data sites for each area of interest, as used for the MARAMA
PM, 5 forecasting tool development project are listed and summarized in Table 2-4. The upper-
air monitoring sites were matched to the areas of interest based on proximity and in an attempt
to best represent the regional airflow patterns within the surrounding area. Location relative to
geographic features, including the coastline, was also considered.
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Table 2-4. Summary of Upper-Air Meteorological Monitoring Sites
and Data Used in the MARAMA PM, s Forecasting Tool Development Project

. WBAN " Sampling Availability
AreafSite Name Number Parameters Frequency During 1999-2002

Charlotte

GSO—Greenshoro 13723 T, RH-Cloud, WS, WD, ¢ Twice per day 1/99-12/02
(0 and 122)

Bristol

RNK—Roanoke/Blackburg 53829 T, RH-Cloud, WS, WD, ¢ Twice per day 1/99-12/02
(0 and 122)

Roanoke

RNK—Roanoke/Blackburg 53829 T, RH-Cloud, WS, WD, ¢ Twice per day 1/99-12/02
(0 and 122)

Richmond

IAD—Sterling/Washington D.C./Dulles 93734 T, RH-Cloud, WS, WD, ¢ Twice per day 1/99-12/02
(0 and 122)

Washington, D.C.

IAD—Sterling/Washington D.C./Dulles 93734 T, RH-Cloud, WS, WD, ¢ Twice per day 1/99-12/02
(0 and 122)

Baltimore

IAD—Sterling/Washington D.C./Dulles 93734 T, RH-Cloud, WS, WD, ¢ Twice per day 1/99-12/02
(0 and 122)

Philadelphia

IAD—Sterling/Washington D.C./Dulles 93734 T, RH-Cloud, WS, WD, ¢ Twice per day 1/99-12/02
(0 and 122)

Wilmington

IAD—Sterling/Washington D.C./Dulles 93734 T, RH-Cloud, WS, WD, ¢ Twice per day 1/99-12/02
(0 and 122)

Newark

OKX—Broohkaven 94793 T, RH-Cloud, WS, WD, ¢ Twice per day 1/99-12/02
(0 and 122)

*T=temperature, RH-Cloud = cloud index based on relative humidity, WS = wind speed,
WD = wind direction, ¢ = geopotential height

The specific surface meteorological parameters used in the final CART analysis for each area
are listed and described in Table 2-5. In this table and throughout the discussion of the CART
analysis, the “analysis” day is the day that is classified by CART and the prior day is the day
prior to the analysis day. Note that later in the report, the “analysis” day is the “forecast” day. In
both cases, it is the day for which the classification analysis or the forecast is being made.
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Table 2-5. SUMMARY of Surface Meteorological Parameters Used in the Final CART Analysis

to Support the MARAMA PM2.5 Forecasting Tool Development

Variable names are generic and vary slightly for each monitoring site.

Parameter Name Description Units
tmax_xx Daily maximum surface temperature for the analysis day. °C
tmin_xx Daily minimum surface temperature for the analysis day. °C
rh24 xx Average relative humidity for the analysis day based on temperatures and dew point %

temperatures at 6Z, 92, 127, 157, 187, 217, 0Z, 3Z
pflgd_xx Number of 6-hourly periods with rainfall greater that 0.1 inches for the analysis day. unitless
(value of 0-4)
wh24 xx Average (vector) wind direction hin for the analysis day based on values at 6Z, 9Z, 12Z, unitless
157,187, 21Z,0Z, 3Z . Binned such that 1=N, 2 =E, 3=S, 4 =W, 5 = Calm). Not (value of 1-5)
used for Philadelphia, Wilmington, or Newark.
wh24_xx2 Average (vector) wind direction bin for the analysis day based on values at 62, 92, 127, unitless
157, 187, 217, 0Z, 3Z. Binned such that 1= NE, 2 = SE, 3= SW, 4 = NW, 5 = Calm). (value of 1-5)
Used for Philadelphia, Wilmington, and Newark.
ws24 xx Average (vector) wind speed for the analysis day based on values at 6Z, 92, 12Z, 15Z, mst

187,217,0Z, 3Z.

In Table 2-5 and data files that accompany this report, the site-specific portions (xx) of the
parameter names are defined as follows:

¢ = Charlotte, NC

br = Bristol, VA

ro = Roanoke, VA

r = Richmond, VA

dc = Washington, D.C. (Reagan/National Airport)
d = Washington, D.C. (Dulles Airport)

b = Baltimore, MD (Old Town)

p = Philadelphia, PA

w = Wilmington, DE

ne = Newark, NJ

The upper-air meteorological parameters are listed and described in Table 2-6.
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Table 2-6. Summary of Upper-Air Meteorological Parameters Used in the Final CART Analysis to

Support the MARAMA PM2.5 Forecasting Tool Development

Variable names are generic and vary slightly for each monitoring site.

Parameter Name

Description Units

ywh85pmx

ywh85pmx2

t85amxx
t85pmx
delt950x

delt900x

delt850x

htthty7x

cloudx

850 mb temperature corresponding to the morning sounding (12Z) on the analysis day. °C
850 mb temperature corresponding to the evening sounding (0Z) on the analysis day. °C

Difference in temperature between the 950 mb temperature corresponding to the °C
morning sounding (12Z) on the analysis day and that at the surface of the same
sounding. Not used for Bristol or Roanoke.

Difference in temperature between the 900 mb temperature corresponding to the °C
morning sounding (12Z) on the analysis day and that at the surface of the same
sounding.

Difference in temperature between the 850 mb temperature corresponding to the °C
morning sounding (12Z) on the analysis day and that at the surface of the same
sounding.

Height difference computed as the difference of the average 700 mb geopotential m
height on the current day (corresponding to the morning and evening soundings) and

the average 700 mb geopotential height of the day prior to the analysis day

(corresponding to the morning and evening soundings of that day).

Cloud index defined as the maximum of the cloud indexes determined from the relative none
humidity of the morning and evening soundings.

CLOUDAMx = equal tol, 2, or 3 as follows, using the relative humidity (RH)
corresponding to the morning (AM) sounding at 850 mb and 700 mb

=1if RH 850 AM < 80 and RH 700 AM <65

=2 if RH 850 AM >=80 and RH 700 AM <65
=2 if RH 850 AM < 80 and RH 700 PM >=65
=3 if RH 850 AM >=80 and RH 700 AM >=65

CLOUDPMx = equal tol, 2, or 3 as follows, using the relative humidity (RH)
corresponding to the morning (AM) sounding at 850 mb and 700 mb

=1if RH 850 PM < 80 and RH 700 PM <65
=2 if RH 850 PM >=80 and RH 700 PM <65
=2 if RH 850 PM < 80 and RH 700 PM >=65
=3 if RH 850 PM >=80 and RH 700 PM >=65
Cloudx is then the maximum of cloudamx and cloudpmx

850 mb wind direction corresponding to the evening sounding (0Z) of the day prior to unitless
the analysis day. Binned such that 1=N,2=E, 3=S,4=W, 5= Calm). (value of 1-5)

850 mb wind direction corresponding to the evening sounding (0Z) of the day prior to unitless
the analysis day. Binned such that 1= NE, 2 = SE, 3 = SW, 4 =NW, 5 = Calm). Used for = (value of 1-5)
Philadelphia, Wilmington, and Newark.
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Parameter Name Description Units
ywh70pmx 700 mb wind direction bin corresponding to the evening sounding (0Z) of the day prior unitless
to the analysis day (binned such that 1=N,2=E, 3=S, 4 =W, 5 = Calm). Not used for = (value of 1-5)
Philadelphia, Wilmington, and Newark.
ywh70pmx2 700 mb wind direction bin corresponding to the evening sounding (0Z) of the day prior unitless
to the analysis day (binned such that 1= NE, 2 = SE, 3=SW, 4 =NW, 5=Calm). Used = (value of 1-5)
for Philadelphia, Wilmington, and Newark.
wh85amx 850 mb wind direction bin corresponding to the morning sounding (122) of the analysis unitless
day. Binned such that 1=N, 2 =E, 3=S, 4 =W, 5 = Calm. Not used for Philadelphia, (value of 1-5)
Wilmington, and Newark.
wh85amx2 850 mb wind direction corresponding to the morning sounding (12Z) of the analysis unitless
day. Binned such that 1= NE, 2 = SE, 3 = SW, 4 = NW, 5 = Calm. Used for (value of 1-5)
Philadelphia, Wilmington, and Newark.
wh85pmx 850 mb wind direction bin corresponding to the evening sounding (0Z) of the analysis unitless
day. Binned such that 1=N, 2 =E, 3=S, 4 =W, 5 = Calm. Not used for Philadelphia, (value of 1-5)
Wilmington, and Newark.
wh85pmx2 850 mb wind direction bin corresponding to the evening sounding (0Z) of the analysis unitless
day. Binned such that 1= NE, 2 = SE, 3 = SW, 4 = NW, 5 = Calm. Used for (value of 1-5)
Philadelphia, Wilmington, and Newark.
vawh85x 850 mb vector average wind direction determined from morning (12 Z) and evening (0 unitless
Z) soundings at 850 mb (binned such that 1=NE, 2=SE,3=S, W4 =NW, 5=Calm). = (value of 1-5)
Used for Charlotte (Roanoke).
yws85pmx 850 mb wind speed corresponding to the evening sounding (0Z) of the day prior to the ms-1
analysis day
yws70pmx 700 mb wind speed corresponding to the evening sounding (0Z) of the day prior to the ms-1
analysis day
ws85amx 850 mb wind speed corresponding to the morning sounding (122) of the analysis day ms-1
ws85pmx 850 mb wind speed corresponding to the evening sounding (0Z) of the analysis day ms-1
vaws85x 850 mb vector average wind speed determined from morning (12 Z) and evening (0 Z) ms-1

soundings on the analysis day. Used for Charlotte (Roanoke).

In Table 2-6 and data files that accompany this report, the site-specific (xx) portions of the
parameter names are defined as follows:

G = Greensboro, NC

R = Roanoke, VA

D = Washington, D.C. (Dulles Airport)
B = Brookhaven, NY

In addition to the surface and upper-air meteorological data and the air quality data, an
additional variable, seas3 was used. This variable was set equal to “1” if the analysis day was in
the month of January, February, March, November, or December. The variable was set equal to
“2" if the analysis day was in the month of April, May, September, or October. And lastly was set
equal to “3” if the analysis day was in the month of June, July, or August.
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223  Problems and Limitations

For this analysis we used primarily routine NWS data and data quality and completeness was
generally very good. We encountered one issue with the surface data. For Washington D.C., the
surface wind data for the Dulles Airport monitor were substituted during the course of the analysis
for the surface wind data for Reagan/National Airport. Although the Reagan/National Airport is
located closer to the urban area, the location of the wind monitor relative to the Potomac River is
expected to cause the winds from this monitor to be unrepresentative of the area. Thus the surface
winds for the Dulles Airport monitor, located in an open area to the west of the city, were used
instead.

One issue regarding the use of the upper-air data is that with the exception of Roanoke and
Washington, D.C., there are no upper-air monitoring sites within the areas of interest. Thus we
were required to use data for the nearest upper-air monitoring sites to describe the upper-air
conditions. The assignments, as given in Table 2-4, were based on proximity. Location relative
to geographic features, including the coastline, was also considered. In general, good matches
were achieved with either nearby or similarly located sites. Nevertheless, the lack of local upper-
air data is a limitation for the analysis.

One possible solution to the lack of local upper-air data is the use of profiler data, where
available. As part of this study, we investigated the use of profiler data for Baltimore using the
Ft. Meade profiler data. Because of a lack of moisture measurements and temperature data
coupled in time/space, we used only the wind data available from Ft. Meade. Moisture,
temperature, and geopotential height data for the CART simulations were based on
measurements from the Dulles soundings for the CART runs. We found that the results using
the Ft. Meade wind data were similar to those resulting from the use of Dulles sounding data.
Since nothing appeared to be gained from the use of these data, the use of the more standard,
readily available data from Dulles was chosen.

Key issues with the use of the profiler data were that moisture data were not available and
temperature data were either not available, or were not coupled in time. Also, for the most part,
data at the sites of interest were not available for the entire analysis period.

2.3. Electronic Datasets

The CART input datasets for each area are provided as an electronic attachment to this report
(Attachment A). The air quality data were processed using Microsoft ACCESS and EXCEL on
personal computers (PCs). The meteorological data were initially processed using UNIX Fortran
programs on main-frame computers and the data were then passed to PCs where they were
converted to EXCEL format. The air quality and meteorological data from the various sources
were then merged into EXCEL spreadsheets for each area of interest. These data files were
then converted into systat (*.sys) format using DBMS/Copy for Windows. It was at this point that
additional “computed” parameters were added (i.e. for cloud, season, maximum PM), final
missing data were set/flagged consistently, the databases were “stripped” of days not meeting
criteria for a given area, and final QA/QC was performed. Days with missing dependent
variables were not specifically stripped out and as a result the final CART-ready databases do
contain days with missing dependent variables. CART itself handles these days appropriately.
CART was run using these final *.sys formatted files. Data files provided to the MARAMA
participants are EXCEL files that have been created from these final *.sys files used in CART.
All blank (missing) cells have been replaced with “-999.”
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2. Project Database
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3. CART Analysis Methods and Results

In this section we discuss the application of CART for each of the areas of interest. We begin
with a brief overview of the CART program.

3.1. Overview of CART

The CART analysis software (Brieman et al., 1984; Steinberg et al., 1997) is a statistical
analysis tool that partitions a dataset into discrete subgroups based on the value of a user-
defined classification variable (e.g., 24-hour average PM, s concentration). The remaining
variables in the database are selected as to whether or not they provide a segregation of the
data for different values of the classification variable. The analysis procedure assumes that
there is a causal relationship between the independent variables and the dependent variable.
Consequently, it is necessary to construct a database of independent variables such that this
relationship can be identified.

The CART technique is designed to segregate objects or, in the case of air quality analysis,
days with different values of a classification variable into different bins or terminal nodes. The
CART technique accomplishes this task through the development of a binary decision tree,
comprised of a progression of binary splits on the values of the independent variables. At each
split, or node, the data are divided according to their value for one of the independent variables,
in a way that improves their segregation by the dependent variable. The end of a branch—
called a terminal node, or bin—corresponds to a subset of the data with predominantly one
value for the classification variable, characterized by independent variable ranges defined along
the path to that bin. Thus the tree identifies parameter conditions frequently associated with
values of the dependent variable. The user specifies the desired complexity of the tree, that is,
the degree of branching and resulting number of terminal bins.

The parameter and parameter values associated with the CART classification tree provide
information on the relative importance of the various air quality and meteorological parameters
to the air quality conditions as represented by the dependent variable. Thus the CART
technigue not only segregates the days, but does so in a manner that provides physical insight
into the classified days. This physical insight allows the analyst to examine whether the data
partitioning is meaningful.

By segregating the data values into the classification bins, CART also provides information
regarding the frequency of occurrence of the conditions associated with each classification
category. In this manner, the likely recurrence rate for a particular type of day and the
associated prevailing conditions are obtained.

3.2. CART Application Procedures

The primary goal of this project was to use the results of the CART application to develop a
forecasting algorithm for each area of interest. CART was applied for a multi-year period
(nominally 1999-2002) and all days with available data within this period were classified and
grouped into bins in accordance with the values of observed and calculated meteorological and
air quality parameters that comprise the input dataset.

As discussed in detail in Section 2 of this report, we used 24-hour average PM, s concentration
as the classification variable for this application. The classification variable for each area was
assigned a value of 1, 2 or 3 based on the value of the local daily maximum concentration. The
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categories were defined based on the EPA established guidelines for PM2.5 forecasting as
follows: less than 15.5 (Category 1), 15.5 to less than 40.5 (Category 2), and greater or equal to
40.5 pgm (Category 3). Since only a few data points were in the highest EPA category of
greater than or equal to 65 pgm, this category was not used in the analysis. In applying CART
we also included a variety of meteorological and air quality parameters as input data, as
discussed in detail in Section 2. CART was applied separately for each area of interest.

CART requires the specification of “costs” associated with the misclassification of days into bins
corresponding to a different category than indicated by the observed data. For this application
we assigned the misclassification costs so that misclassification by two categories was twice as
costly as misclassification by one category (the costs are applied on a relative basis).
Misclassification can occur due to a number of reasons including: monitoring network limitations
(the highest PM concentration in an area may not be observed), use of discrete classification
categories (days with PM values near the category boundaries may be misplaced into a lower or
higher category, but in this case the concentration difference is only slight), the complexity of the
inter-variable relationships, the completeness of the dataset with respect to defining these
relationships, and data errors or missing data. The misclassification costs are used in optimizing
the trees, considering both classification accuracy and the number of terminal bins.

For this study, we selected trees comprised of approximately 30 to 35 terminal bins, with the
best accuracy within this size range. We examined the results with respect to classification
accuracy and physical reasonableness. As discussed in Section 4 of this report, we also used
the results to examine the factors influencing PM, s concentrations within each area of interest.
Specific review tasks included:

e The input variables and CART input parameters were checked and verified.

o The matrix representing the statistical goodness of the classification (as created by CART),
was examined for serious misclassification.

o The relative importance of the input parameters was reviewed.

e The overall structure of the classification tree and number of classification bins were checked
to ensure that the pathways to the different classification bins are distinct and that the bins
provide a reasonable segregation of the days based on the daily PM, 5 values.

e The values used to determine the branching of the CART output classification trees were
checked to ensure that the values are reasonable and consistent with the input data.

¢ All splits in the decision tree were examined to ensure that the parameters and values used
to develop the classification tree are physically meaningful (i.e., consistent with basic
conceptual models of PM, 5 formation and transport).

e One or more bins representing each classification category were selected and the decision
pathways leading to those bins were explicitly checked to ensure that they are physically
reasonable.

As a final step in the review of the CART results, we also prepared tabular summaries of the
mean values of the input variables for each category and each key bin.
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3.3. CART Results

As a guide to the summary of the CART results that follow, we provide a brief summary of the
components of the CART application:

The CART results that are presented in the greatest detail in this section are those for which the
most accurate classification was achieved for all sites, using a consistent set of data and
assumptions. These CART results were used to create the final “operational” versions of the
PM, s forecasting tools for each area.

Prior to the preparation of the final “operational” versions of the tool for this project, draft
versions of each tool were prepared and distributed to MARAMA and the state forecasters. The
CART results used in the preparation of the draft tools were evaluated and refined in preparing
the final results for the operational tools, and are also presented in this section.

As part of the CART application, more than 20 diagnostic and sensitivity tests were conducted
for each area. The first of these included only the meteorological input parameters. The
remaining tests examined the use of alternate input parameters, as well as different forms of the
dependent variable for PM, 5. The key findings from the diagnostic and sensitivity tests are
discussed in this section.

As part of this exploratory analysis, a “research” version of the forecasting tool was prepared for
each area that includes an additional prior day’s PM concentration parameter. The “research-
version” CART results are also briefly presented.

3.3.1. Summary and Key Findings from the Diagnostic and
Sensitivity Testing

Meteorological and PM2s Input Parameters

As first test of CART, we used only meteorological parameters. The purpose of this test was
twofold, to: 1) quality assure the input datasets and ensure their readiness for CART, and 2)
obtain information about the relative importance of the various meteorological parameters in the
construction of the CART trees. Please note that several sensitivity tests were performed as part
of the meteorological parameters only applications, to refine the meteorological inputs. A key
refinement was the use of the number of six-hour periods of precipitation versus total precipitation;
this was done to represent both the magnitude and the temporal (and potentially geographical)
extent of the precipitation. The change in 700 mb geopotential height (from the prior day to the
analysis day) replaced the twice-daily 700 mb geopotential height variables as a potentially better
indicator of regional-scale pressure patterns. Both of these changes to the meteorological input
parameters resulted in a slight improvement to the CART results for most areas.

We then added the prior day (two-days-ago) PM; s concentrations to the input files. These
results provided insight into the relative importance of the prior-day PM inputs and whether this
information improved the ability of the CART tool to correctly classify the historical days and
develop meaningful relationships. The results for each area follow. Please note that several
sensitivity tests were conducted for each area to determine the best approach for including the
prior day PM, 5 values—these addressed which local and upwind sites/areas to include and
how/whether to combine the values over multiple sites.
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The results of the “met only” and combined meteorological and air quality parameters CART
applications for each area are as follows:

e For Charlotte, the key meteorological parameters are the 900 mb to surface temperature
difference, relative humidity, and 850 mb temperature. Surface wind speed is also a factor.
Including the two-days-ago PM concentrations for Charlotte, Greenville-Spartanburg, and
Winston-Salem changes the relative importance of the parameters slightly, but the
meteorological parameters listed above remain most important. The overall classification
accuracy of 78 percent is not improved, but the misclassification of Category 1 and 2 days
into Category 3 bins is improved dramatically (reduced from 15 to 6).

e For Bristol, the key meteorological parameters are the 850 mb temperature, 900 mb to
surface temperature difference, and relative humidity. Surface temperature is also somewhat
important. Including the two-days-ago PM concentrations for Knoxville changes the relative
importance of the parameters such that surface wind direction, surface temperature, and the
two-days-ago Knoxville parameters are most important. Overall classification accuracy is
improved from 83 to 88 percent, and the misclassification of Category 1 and 2 days into
Category 3 bins is also improved (reduced from 11 to 4 days).

e For Roanoke, the key meteorological parameters are wind speed aloft, surface temperature,
and, 850 mb temperature. Including the two-days-ago PM concentrations for Winston-Salem
changes the relative importance of the parameters slightly. Overall classification accuracy is
improved (from 88 to 92 percent), but the two Category 3 days are misclassified as Category
2. Including the two-days-ago information for Richmond results in almost no change to the
classification tree and slight worse results; this parameter was not retained in subsequent
CART applications for Roanoke.

e For Richmond, the key meteorological parameters are surface temperature and geopotential
height; 900 to surface temperature difference and surface wind speed are somewhat
important. Including the two-days-ago PM concentrations for Richmond, Winston-Salem, and
Washington, D.C. changes the relative importance of the parameters slightly, and improves
the overall classification accuracy slightly (from 83 to 84 percent). The misclassification of
Category 1 and 2 days into Category 3 bins is improved (reduced from 6 to 0 days).

e For Washington, D.C., the key meteorological parameters are the 900 mb to surface
temperature difference, 850 mb temperature, and surface wind speed. Surface wind direction
and relative humidity area also factors. Including the two-days-ago PM concentrations for
Washington, Baltimore, Gettysburg areas (the maximum over the three areas) and Richmond
changes the order of importance of the key parameters. Overall classification accuracy is
improved only slightly (from 76 to 77 percent), but the misclassification of Category 1 and 2
days into Category 3 bins is improved dramatically (reduced from 38 to 17 days). As we
move into the Northeast Corridor, please note that there are quite a few more high PM, 5
days.

¢ For Baltimore, the key meteorological parameters are the 900 mb to surface temperature
difference, surface wind speed, and surface temperature. Surface wind direction and relative
humidity are also important. Including the two-days-ago PM concentrations for Washington,
Baltimore, Gettysburg areas (the maximum of the three areas) and Richmond changes the
order of importance of the key parameters, and the PM values for the three areas moves to
fourth in importance. Overall classification accuracy is improved from 74 to 80 percent and
the misclassification of Category 1 and 2 days into Category 3 bins is reduced from 33 to 25
days.

ICF Consulting/SAl 3-4 Report for MARAMA on PM2.s Forecasting Tools
04-046 September 30, 2004



3. CART Analysis Methods and Results

For Philadelphia, the key meteorological parameters are the surface temperature and 900
mb to surface temperature difference. Surface wind speed and relative humidity are also
somewhat important. Including the two-days-ago PM concentrations for Camden and New
Castle (the maximum over the two areas) and Washington, Baltimore, and Gettysburg (the
maximum of the three areas) does not change the relative importance of the parameters, but
the Camden-New Castle PM value takes on some importance. Overall classification
accuracy is improved only slightly (from 80 to 82 percent), and the misclassification of
Category 1 and 2 days into Category 3 bins is reduced from 24 to 16 days.

For Wilmington, the key meteorological parameters are 850 mb temperature, geopotential
height, and surface wind speed. Including the two-days-ago PM concentrations for Camden
and New Castle (the maximum over the two areas) and Washington, Baltimore, and
Gettysburg (the maximum of the three areas) does not change the relative importance of the
parameters, but the Camden-New Castle PM value takes on some importance. Overall
classification accuracy is unchanged from 78 percent, and the misclassification of Category 1
and 2 days into Category 3 bins is reduced from 41 to 36 days.

For Newark, the key meteorological parameters are relative humidity, 900 mb to surface
temperature difference, 850 mb temperature, and surface wind speed. Including the two-
days-ago PM concentrations for Elizabeth and Camden-New Castle (the maximum over the
two sites) changes the relative importance of the parameters slightly. Both PM parameters
take on some importance. Overall classification accuracy is improved from 80 to 84 percent,
but the misclassification of Category 1 and 2 days into Category 3 bins is worse (increased
from 10 to 14 days).

The resulting CART trees using the combined meteorological and PM, s parameters were
designated the “Regional 1" series of trees. Key findings from the CART results at this stage of
the project included:

Different types of PM, s episodes can be identified based on meteorological and prior day PM
indicators.

Regional PM; 5 variables are more important for smaller/southern urban areas; local PM; 5
variables are more important for the larger/more northern areas.

Stability parameters are important for all areas.

Temperature tends to be used as a splitter early in the tree (segregating the days
seasonally).

Relative humidity is used to segregate the days but does not have a straightforward
categorical tendency.

Wind speed is important and lower wind speeds almost always lead to higher PM, s bins.

Wind direction is often used as a split parameter, but does not always vary regularly among
the categories.

For all areas, less precipitation is associated with lower PM; s but is not frequently used by
CART.

ICF Consulting/SAl 3-5 Report for MARAMA on PM2.s Forecasting Tools
04-046 September 30, 2004



3. CART Analysis Methods and Results

Refinement of Meteorological Input Parameters

Additional sensitivity tests involved some refinement and modification of the meteorological
parameters. Specifically, 700 mb wind data for the analysis day were omitted from the CART
application. Those for the day prior to the analysis day were retained. Note that the 700 mb
pressure level is typically at a height of approximately 3000 m. The reasoning here was that
while the higher-level winds may influence the transport of pollutants into an area on the day
prior, the local weather and transport conditions for the day in question are better described by
the 850 mb winds. The variable use of the winds for both levels also suggested some
redundancy in the information. Overall, the CART results were improved slightly when the 700
mb winds for the analysis day were omitted (mostly with regard to the reasonableness of the
splits defining the pathways to the bins).

In addition, a new parameter was added to the CART analysis to indicate the time of year or
season. This was primarily an attempt to represent the known variations in the amount of
biogenic emissions that are present in the atmosphere and that may contribute to secondary
aerosol formation. To account for seasonal variations in vegetative cover, three periods were
defined. The winter period includes November, December, January, February, and March. The
transitional period includes April, May, September, and October. The summer period includes
June, July, and August. Including this parameter did not significantly change the CART results.
Instead, surface temperature was more frequently used by CART to separate the days
seasonally. Nevertheless, this parameter was retained for possible future refinement.

With these additional refinements, the resulting CART trees were designated the “Regional 2”
series of trees. These were used in preparing the preliminary version of the “operational”
forecasting tools.

Following an evaluation of the preliminary tools, using both real-time and historical data,
additional sensitivity tests were designed and conducted to include some additional
meteorological information that seemed relevant to some missed forecasts, and to incorporate
some new ideas related to the use of prior day PM data.

The relative importance of stability and specifically the 900 mb to surface temperature difference
parameter for most areas led us to consider whether additional stability parameters would be
helpful in capturing inversions or other stability related features with different depths. In addition,
for one area, Philadelphia, a missed forecast for a winter day with high observed PM, 5
concentration seemed to be due to the presence of a very shallow surface inversion (B. Ryan,
personal communication). To test the use of additional stability parameters, we defined two new
parameters: the 850 mb to surface temperature difference and the 950 mb to surface temperature
difference. We also defined a parameter that was the maximum of the three stability parameters,
thinking that this would capture the inversion strength, regardless of the depth of the inversion.
We then tested the use of these parameters in CART, first by substituting the maximum value
parameter for the 900 mb difference, and then by adding all three of the difference parameters.
Use of the maximum value parameter degraded the CART results for almost all areas. In
hindsight, this is likely because the parameter represented different things on different days and
thus it was difficult for CART to establish relationships among all days included in the dataset. Use
of all three parameters, neither significantly improved nor degraded the results. CART tended to
make use of all three of the parameters in various parts of the trees, and the relationships seemed
reasonable. The three (separate) stability parameters were retained in subsequent of the CART
applications. The resulting CART trees were designated the “Regional 3" series of trees. These
were used in preparing the final version of the “operational” forecasting tools.
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A second missed high PM, s forecast (also for the Philadelphia area) appeared to be related to
the regional-scale recirculation of pollutants (from Philadelphia to over the Atlantic Ocean, and
then back again) over a three-day period (B. Ryan, personal communication). To account for
this type of event we experimented with two different recirculation indexes. In both cases, the
recirculation index was defined based on the 850 mb wind data already included in the CART
analysis. This parameter was assigned a value of 0 or 1, with 1 indicating a potential for
recirculation aloft. In the first of these, recirculation was defined according to: (1) the difference
in wind direction at the 850 mb level between the previous day’s evening sounding and the
analysis day’s morning sounding and (2) the average 850 mb wind speed (average of the
evening and morning soundings). A day was classified as a recirculation day if the difference in
850 mb wind direction from the previous afternoon to the current morning was within 15 degrees
of 180 degrees (i.e., almost directly opposite) or if the average wind speed at 850 mb was less
than or equal to 3 ms™. In the second of these, two-day recirculation was also considered—
using the same definition as above—and if either one-day or two-day recirculation was
indicated, the index was set equal to 1. These parameters were included separately in CART
but yielded no change in the CART results. In both cases, the index was not considered
important by CART and the parameter was not retained for subsequent CART applications.

Prior-Day PM2s Input Parameters

A final series of diagnostic and sensitivity simulations were conducted to examine the use of
PM, s data for one day prior to the analysis day (rather than two days prior). Of course, this is
problematic from a forecasting perspective, since forecasts need to be made around midday
and hourly data would only be available through approximately noon. There are several
approaches that have been developed to estimate the air quality index using only 12 hours of
hourly PM; s data. Three of these are discussed and evaluated by McMillan (2004). For this
study, we assumed that one or more of these approaches would be used and we included the
prior day’s value in CART.

For this series of tests, we prepared the prior day PM, s input data three different ways, based
on: 1) FRM data, 2) noon-to-noon 24-hour average of the continuous data, and 3) 12-hour
average of the continuous data. These additional PM inputs were prepared for the same sites
that were used to specify the two-days-ago values. In preparing the data, we found that the use
of continuous data resulted in major data gaps, in many cases because the continuous monitors
came on line during the mid to latter part of the analysis period. Use of these data in CART gave
poor results. Instead we focused on the use of the FRM data, with the assumption that
forecasters would use some methodology to estimate the prior day values.

Several alternative prior-day PM, s parameters were tested. First, the prior day value was simply
added to the dataset. It was used both in conjunction with the two-days-ago value, and as a
replacement to the two-days-ago value. In both cases, the use of the prior-day value increased
the tendency for Category 1 and 2 days to be placed into Category 3 bins. One possible
explanation for this is that the meteorological parameters used in CART are not able to fully
describe the conditions that would lead to a decrease in PM, 5 (such as a cold front passage; or
afternoon thundershowers). Conditions resulting in a decrease in PM are often more sudden or
dramatic than those associated with an increase in PM. Thus use of a prior day value that is
relatively high, frequently results (in CART) in a high value on the analysis day.

To try to mitigate the importance of the prior-day PM, s concentration (as well as the need for
forecasters to correctly estimate the exact value of the prior-day concentration) we also used a

ICF Consulting/SAl 3-7 Report for MARAMA on PM2.s Forecasting Tools
04-046 September 30, 2004



3. CART Analysis Methods and Results

binned version of the concentration as an input parameter. This new parameter was assigned a
value of 1 through 4, corresponding to the following ranges in PM, s concentration: less than
15.5, 15.5 to less than 28, 28 to less than 40.5, and greater than 40.5 pgm™.

Further, we calculated an adjusted prior-day PM, s concentration that accounted for tendencies
in the concentration. Specifically, if the difference between the prior-day and two-days-ago is
positive (increasing PM concentration) no adjustment is made. If the difference between the
prior-day and two-days-ago is negative (decreasing PM concentration) the prior-day value is
lowered by the same percentage amount. This adjusted prior-day value was also used directly
and as a binned input parameter (using the same bin structure as given above).

The results of the tests using the prior-day PM, s concentrations are summarized as follows:

e Use of the prior-day PM, s concentration increases the overall accuracy of the CART analysis
for several areas of interest but in general the results are characterized by a greater
tendency to place Category 1 and 2 days into Category 3 bins

¢ Binning the prior-day concentration mitigates the tendency for overestimation and lessens
the importance of the parameter in the construction of the CART tree.

¢ Adjusting the value for decreasing PM from two-days-ago to the prior day also mitigates this
tendency (by allowing for an observed decreasing tendency in PM, s to be accounted for).

e Binning the adjusted prior-day concentrations gives the best results overall, for the greatest
number of areas (among our areas of interest).

Other considerations also favor the binned form of the parameter. The use of a binned value
alleviates the need for a forecaster to correctly estimate the value (only the range needs to be
correct). Although we use three bins for the classification variable, we used four bins for the
prior-day value in order to distinguish between low and high Category 2 days and account for
tendencies within this rather broad category.

The resulting CART trees were designated the “Research” series of trees. These were used in
preparing the “research” version of the forecasting tools.

3.3.2.  Preliminary and Final “Operational” CART Results

The CART results for the preliminary and final “operational” versions of the forecasting tools are
presented and compared in this section. These are designated the “Regional 2” and “Regional
3" CART trees, respectively. As noted earlier, we selected CART trees with around 30-35 bins,
with the best classification accuracy possible for that range of complexity. The classification
accuracy is the percentage of correctly classified days, that is, days whose concentration levels
match the concentration levels of the bins in which they fall. The classification accuracy for the
Regional 2 trees is 83 percent on average, ranging between 78-91 percent. For the Regional 3
trees, the average classification accuracy is 84 percent, ranging between 80 and 91 percent.

Please note that only the classification results are presented in this section of the report. A more
detailed analysis of the final, operational CART results for each area is provided in Section 4.

Overall classification accuracy for the Regional 2 trees is summarized in Table 3-1. The
distribution of correctly and incorrectly classified days for each classification category is
provided in Table 3-2.
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Table 3-1. CART Classification Matrices for Regional 2 Trees

Number of Classification

CART Bins Accuracy (%)
Charlotte 35 82
Bristol 33 88
Roanoke 34 91
Richmond 31 83
Washington 39 78
Baltimore 33 80
Philadelphia 35 82
Wilmington 37 81
Newark 34 85

Table 3-2. CART Classification Matrices for Regional 2 Trees.

Regional 2 CART

Actual Class Category 1 Category 2 Category 3
Charlotte
1 512 93 2
2 111 434 3
3 0 0 7
Bristol
1 187 24 0
2 17 149 4
3 0 0 8
Roanoke
1 228 20 0
2 17 168 1
3 0 0 2
Richmond
1 694 106 0
2 124 391 0
3 0 0 7
Washington
1 588 139 5
2 146 474 18
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Regional 2 CART

Actual Class Category 1 Category 2 Category 3
3 0 2 33
Baltimore
1 384 79 2
2 89 330 18
3 0 0 31
Philadelphia
1 641 103 3
2 116 412 17
3 0 0 28
Wilmington
1 562 115 2
2 106 434 18
3 0 0 26
Newark
1 350 47 3
2 51 251 9
3 0 0 18

For Charlotte, Bristol, Roanoke, and Richmond, there are very few Category 3 days. Overall
classification accuracy is good to very good, and all Category 3 days are correctly classified.
There is some tendency for CART to place Category 1 and 2 days into the Category 3 bins, in

particular for Charlotte and Bristol.

For the Washington, Baltimore, Philadelphia, and Wilmington areas, there are more Category 3
days and overall classification accuracy is less good, but still around 80 percent for all four
areas. With the exception of two days for Washington, all of the Category 3 days are correctly
classified. However, a significant number of Category 2 days (as well as some Category 1 days)
are misclassified as Category 3. In general, these tend to have concentrations that are near the
high end of the Category 2 range, but not in all cases. Note that the number of bins is also quite
large for Washington and Wilmington, as needed to get near our target of 80 percent accuracy.

Overall classification accuracy for the Regional 3 trees is summarized in Table 3-3. The
distribution of correctly and incorrectly classified days for each classification category is

provided in Table 3-4.
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Table 3-3. CART Classification Matrices for Regional 3 Trees

Number of Classification

CART Bins Accuracy (%)
Charlotte 33 81
Bristol 33 90
Roanoke 34 91
Richmond 29 83
Washington 38 80
Baltimore 34 80
Philadelphia 35 82
Wilmington 36 81
Newark 34 86

Table 3-4. CART Classification Matrices for Regional 3 Trees

Regional 3 CART
Actual Class Category 1 Category 2 Category 3

Charlotte

1 486 118 3

2 91 453 4

3 0 0 7

Bristol

1 189 21 1

2 16 151 3

3 0 0 8
Roanoke

1 223 25 0

2 14 171 1

3 0 0 2
Richmond

1 649 86 0

2 117 349 1

3 0 0 7
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Regional 3 CART
Actual Class Category 1 Category 2 Category 3
Washington
1 596 128 8
2 141 472 25
3 0 2 33
Baltimore
1 377 85 3
2 83 339 15
3 0 0 31
Philadelphia
1 641 103 3
2 116 412 17
3 0 0 28
Wilmington
1 565 110 4
2 108 437 13
3 0 0 26
Newark
1 360 36 4
2 48 251 12
3 0 0 18

Compared to the Regional 2 trees, overall classification accuracy is about the same or slightly
better and the number of bins is the same or slightly lower. The tendency for overestimation is
the same for Charlotte, Bristol, Roanoke, Richmond, and Philadelphia; worse for Newark and
Washington; and slightly better for Baltimore and Wilmington. In preparing the Regional 3 trees,
we noted and corrected a discrepancy in our approach to omitting days from the dataset based
on missing data, and for all areas consistently omitted days for which the two-days-ago PM
values were missing for any of the local or upwind sites used in the CART analysis. Thus the
number of days is different between the Regional 2 and Regional 3 trees for some of the areas;
this is especially apparent for Richmond.

Complete listings of the CART results for the Regional 3 trees are provided as an electronic
attachment to this report (Attachment B).

ICF Consulting/SAl 3-12 Report for MARAMA on PM2.s Forecasting Tools
04-046 September 30, 2004



3. CART Analysis Methods and Results

3.3.3 “Research” CART Results

The CART results for the “research” version of the forecasting tools are presented in this
section. These are designated the “Research” CART trees. As discussed in Section 3.3.1, the
Research CART trees differ from the operational CART trees in their use of prior-day PM, 5
input parameters. The Research trees rely primarily on PM, s data for one day rather than two
days prior to the analysis day. The data values are adjusted using the two-day prior data to
account for tendencies in the concentration and binned according to specified concentration
ranges.

For the Research trees, the average classification accuracy is 84 percent, ranging between 78
and 91 percent. Although the overall accuracy is similar, these results were generally less
promising than either of the “Regional” tree sets, mostly because even more days from
Categories 1 and 2 were misplaced into the Category 3 bins. This is somewhat puzzling—since
it makes sense that more information about prior day PM, s concentrations would improve the
classification rather than degrade it. This issue was not resolved as part of the current project
and the research versions of the tools were developed to allow further investigation of this issue
and to support future work in this area.

Overall classification accuracy for the Research trees is summarized in Table 3-5. The
distribution of correctly and incorrectly classified days for each classification category is
provided in Table 3-6.

Table 3-5. CART Classification Matrices for Research Trees

Number of Classification
CART Bins Accuracy (%)

Charlotte 34 86
Bristol 29 89
Roanoke 33 91
Richmond 34 86
Washington 37 78
Baltimore 34 80
Philadelphia 33 80
Wilmington 34 82
Newark 35 87
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Table 3-6. CART Classification Matrices for Research Trees

Research CART
Actual Class Category 1 Category 2 Category 3
Charlotte
1 518 75 0
2 77 446 5
3 0 0 7
Bristol
1 182 18 4
2 14 144 7
3 0 0 8
Roanoke
1 211 27 0
2 11 171 1
3 0 0 2
Richmond
1 628 73 0
2 82 352 0
3 0 0 6
Washington
1 574 148 4
2 122 478 29
3 0 0 35
Baltimore
1 375 87 3
2 72 343 20
3 0 0 29
Philadelphia
1 639 107 1
2 116 389 38
3 0 0 28
Wilmington
1 537 93 5
2 92 415 20
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Research CART
Actual Class Category 1 Category 2 Category 3
3 0 0 24
Newark
1 328 40 2
2 31 250 14
3 0 0 16

For all areas, all Category 3 days are correctly classified. However, a significant number of
Category 2 days (as well as some Category 1 days) are misclassified as Category 3. Days for
which either the prior day or two-days-ago PM values were missing for any of the local or
upwind sites were omitted from the dataset. Because the criteria are applied to both prior days
rather than only two-days-ago the number of is sometimes different from the Regional 3 trees.

Complete listings of the CART results for the Research trees are provided as an electronic
attachment to this report (Attachment C).
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4. Factors Influencing PM, ; Concentrations

In this section, we summarize the observed data used for the CART application and use these
data along with other supporting information to describe the meteorological and transport
conditions associated with different PM, 5 levels in each of the areas of interest and throughout
the MARAMA region.

The description of the factors influencing PM, s concentrations for each area includes 1) an
analysis of the magnitude and spatial and temporal characteristics of the PM, s concentrations,
2) a summary of the meteorological features influencing PM, s concentrations (based on
weather maps, wind distribution diagrams, local knowledge, and categorical summaries of the
CART input data), and 3) a detailed analysis of the characteristics of high PM, 5 events.

This approach to describing the PM, 5 is designed to complement, in a qualitative sense, the
forecast information provided by the CART-based PM, s forecasting tool.

4.1. An Overview of the Formation, Transport, and
Deposition of Fine Particulate Matter (PMzs) in the
Atmosphere

Before we present the details of the analysis characterizing the relationships between
meteorological conditions and fine particulate matter (PM,s) within the MARAMA region, (and
the statistical analysis tool developed from this analysis to assist in forecasting PM,s), this
section provides a brief overview of the regulatory requirements for addressing PM, s, and a
summary of the formation, transport, and deposition processes that affect ambient concentration
levels.

4.1.1. Background

As measured in the atmosphere, “fine” particles are defined as patrticles with diameters less
than 2.5 um, while “coarse” particles are those with observed size ranges less than 10 um
(referred to as PMyp). In July 1997, the National Ambient Air Quality Standard (NAAQS) for
particulate matter was revised by EPA. At this time, the original annual standard for PMo was
retained, while a new 24-hour average PM;o standard was added. In addition, new annual and
24-hour PM, 5 standards were set. As required by the Clean Air Act, EPA performed a review of
the original 1997 standard in 2002 and issued a formal review in August 2003. As
recommended by EPA, this review maintains the original form of the PM, s standard and states
that a new proposal regarding the standard will be issued in March 2005 and finalized by
December 2005. As a result of these regulations, states are mandated to monitor PM; 5
concentrations, and those that weren't already monitoring at this time began doing so in 1999 or
early 2000. To assist states in monitoring for PM, s, a national workshop, sponsored by EPA,
was held in 1998 to address and discuss the status of PM measurement research (EPA, 1998).
On the basis of data collected from 2001-2003 EPA announced, in June 2004, a list of proposed
PM, s nonattainment areas. Following a response by the states, final designations are expected
to be provided by EPA in December 2004.

Because of the link between PM, s and respiratory illness, mortality, visibility impairment, and
the deposition effects on water bodies and ecosystems, much effort has been expended in
recent years at both the local and national levels to assess the state of fine particle
concentrations throughout the U.S., and to advance the knowledge and science of PM; 5
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formation. These efforts have been undertaken to investigate the physical and chemical
processes leading to PM, s formation, to establish statistical relationships between meteorology
and PM, s formation, and to further develop and refine existing air quality models, which will be
used as planning tools to develop and evaluate control strategies for meeting the applicable
standards.

In July 1999, EPA finalized a new regional haze regulation, which is aimed at protecting and
improving visibility in 156 Class | areas (Wilderness Areas and National Parks). Five Regional
Planning Organizations (RPOs) have been established in various parts of the country to
address the requirements of the regional haze regulations. Activities being undertaken by these
groups include enhanced data collection (including chemical speciation of particulate matter),
data analysis, emission inventory development, and air quality modeling, which is required to
show future-year improvements in visibility as a result of expected changes in precursor
emissions. Using available information and the known state of the science, regional
assessments have been conducted to guide certain of the RPOs' in activities aimed at
addressing the regional haze rule (AER, 2001; DRI, 2002). In addition, recent reports are
available that summarize the knowledge and policy implications for addressing visibility (Malm,
1999; Watson, 2002). These publications summarize the current state of knowledge and
discuss the challenges to be faced in lowering PM, s concentrations and improving future
visibility throughout the US.

4.1.2. Formation of PM, 5 in the Atmosphere

Fine particles (also referred to as aerosols) in the atmosphere are emitted from a variety of
man-made and biogenic sources (referred to as “primary” particulates) and are formed in the
atmosphere from the interaction of organic and inorganic precursor gases (referred to as
“secondary” particulates). They are responsible for adverse health effects and cause the most
degradation in visibility. Primary fine particulates include water droplets, dust, smoke, and soot.
Emission sources include open burning, power plants, automobiles, and residential wood
combustion. Secondary particulates include sulfates and nitrates, which are formed in chemical
reactions of sulfur dioxide (SO,), nitrous oxides (NOy), reactive organic gases, ammonia, etc.,
which are emitted by fuel combustion sources (power plants, automobiles, heaters, boilers, etc.)
and other natural sources. The chemical composition, size, and ambient levels of PM, 5 vary
widely throughout the US. Nitrates and elemental carbon make up most of the fine particle mass
in the West (with sulfate a smaller constituent), while sulfate constitutes the dominant fraction in
the East (followed by nitrate and carbon). Heavier particles have resident lifetimes in the
atmosphere of hours (due to gravitational settling), while smaller particles have resident
lifetimes of days to weeks. Smaller particles are easily inhaled into the human respiratory
system and may cause physiological damage. Mercury or cadmium particles deposited out of
the atmosphere are toxic to living organisms and nitrates and sulfates are corrosive to building
materials and vegetation. Deposited nitrates and ammonium contribute to the eutrophication of
water bodies.

The major factors that affect the concentration and distribution of PM, 5 aerosols include:

e Spatial and temporal distribution of toxic and particulate emissions including sulfur dioxide
(S0y,), oxides of nitrogen (NOy), volatile organic compounds (VOC), and ammonia (NHz)
(both anthropogenic and nonanthropogenic),

e Size composition of the emitted PM,
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e Spatial and temporal variations in the wind fields,

¢ Dynamics of the boundary layer, including stability and the level of mixing,

¢ Chemical reactions involving PM, SO,, NO, and other important precursor species,
¢ Diurnal variations of solar insulation and temperature,

e Loss of primary and secondary aerosols and toxics by dry and wet deposition, and

e Ambient air quality immediately upwind and above the region of study.

A number of reactions take place in the gas phase that lead to the formation of gases that are
precursors to aerosols. Secondary aerosols are formed from gases in the atmosphere by three
processes: condensation, nucleation, and coagulation. Condensation involves gases
condensing on smaller nuclei, nucleation involves the interaction of gases and patrticles to form
larger particles, and coagulation involves particle growth by collision. Relative humidity plays a
key role in particle growth, especially for sulfates and nitrates.

Gaseous NOy reacts in the atmosphere with reactive hydrocarbons and organic particulates in a
very complex set of reactions resulting in secondary organic particles, nitric acid, and
ammonium nitrate. Nitric acid can be a precursor to PM, but HNOs itself is fairly volatile and
highly prone to deposition on surfaces other than PM. When ammonia is present, ammonia and
nitric acid can react to form ammonium nitrate. This reaction may take place in gas phase at low
humidity (forming solid particles), but it is more likely to take place in aqueous phase, in tiny
water droplets (aerosols) suspended in the atmosphere. This would seem to be a
straightforward process for forming PM, but the presence of sulfate (formed from SO, as
discussed below) can cause volatile HNO3 to reform from the ammonium nitrate (Seinfeld,
1986). Therefore, the amount of PM derived from NOy is a function not only of the rate of
formation of nitric acid, but also of how much ammonia and how much sulfate is present in the
atmosphere.

The processes leading to PM formation from SO, are comparatively straightforward. In the
reaction with OH, SO, is oxidized to SOz;. When hydrated, this becomes H,SO, (sulfuric acid). If
ammonia gas is present, the sulfuric acid will react with it to form ammonium sulfate. Since both
sulfuric acid and ammonium sulfate are strongly hygroscopic compounds, they will almost
always exist in the atmosphere with a coating of water in aerosol droplets. Sulfate, therefore,
exists almost exclusively in the atmosphere as PM. In the commonly used terminology, all SO,
is referred to collectively as sulfate, whether it exists as sulfuric acid or ammonium sulfate (or
other sulfate compounds).

Once fine particles are formed in the atmosphere, their small size and mass allow them to be
suspended for long periods of time (days to weeks) and transported by synoptic- and meso-
scale weather systems long distances from where they were originally formed. Fine dust from
the Saharan Desert has been measured in the U.S., while smoke from wildfires in Central and
South America and Northern Canada has also impacted areas of the U.S. It is also suspected
that aerosols formed from industrial emissions in Asia travel across the Pacific to North America
adding to the observed “background” aerosol concentration. Over time, depending on a number
of physical factors (e.g., weather conditions, land use, etc.) fine particles deposit out of the
atmosphere by both dry and wet deposition processes. Dry deposition involves settling or
impaction with water bodies or other surfaces, while wet deposition includes uptake by water
droplets within clouds, and subsequent rainout and washout of particles below precipitating
clouds.
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4.2. Regional Overview of PMzs

The number of days with PM, s concentrations within the Unhealthy for Sensitive Groups (USG)
range for the 1999-2002 CART analysis period is shown in Figure 4-1. Note that the exact
number of days may be different from observed, based on our application of missing data
criteria for CART, and that this chart is intended only to be used for qualitative assessment. For
the four southernmost cities of Charlotte, Bristol, Roanoke, and Richmond there are a small
number of USG days, ranging from 2 for Roanoke to 8 for Bristol. Keep in mind the data were
only collected every third day during the analysis period for both Bristol and Roanoke, so the
number of USG days for these two areas is likely somewhat higher. There is a big jump in the
number of USG days as we consider the more northern sites (along the Northeast Corridor).
This number drops off again further northward into New Jersey. Some missing data and
different data collection start dates for the sites/areas prevent a detailed, quantitative
comparison of the number of USG days, but qualitatively there seems to be a greater incidence
of high PM, 5 days in the northern part of the MARAMA study area and within the larger
metropolitan areas.

Figure 4-1. Number of USG Days During the 1999-2002 CART Analysis Period
in Each of the Areas of Interest

40

30

20
10 I:

Charlotte Bristol Roanoke Richmond Washington Baltimore Philadelphia  Wilmington Newark

In terms of the seasonal distribution of PM, 5 concentrations, summer is the worst season for all
nine areas and spring is almost always the best. Good concentration days are not the majority
or are barely the majority for winter in Wilmington, Washington, Philadelphia, Newark, and
Baltimore. Most sites see lowest PM in early spring and fall.

For the highest days (considering the 90" percentile values), the PM, s concentration levels are
relatively consistent throughout the region during the spring, summer and fall months, but quite
different during the winter months. Figure 4-2 shows the 90" percentile values for January and
July for each area of interest. For the more northern sites, the concentrations are higher during
the winter months and the 90™ percentile values are consistent during these two peak periods.
For the more southern sites, there are larger differences between the January and July values,
with the summertime values on the order of 5 to 15 ugm™ higher.
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Figure 4-2. 90th Percentile Daily Maximum PM2.5 Concentration (ugm-3)
for the 1999-2002 CART Analysis Period for Each of the Areas of Interest: January and July
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Because determination of compliance with the PM, s standard relies on quarters rather than
meteorologically based seasons, it is also instructive to summarize the data in terms of the
distribution of high PM, s or USG days by quarter. Table 4-1 presents a general summary of the
observed USG days for each of the areas of interest. Included in the table are the total number of
available days of valid data contained in the datasets, and the quarterly distribution of these days.
Note that the number of days given in this table is generally greater than in the final CART
datasets due to missing data issues and the need to remove days with missing data for the
application of CART. Because some of the PM monitors in the MARAMA area weren't deployed
until 2000, and because data are available only every third day for a two of the monitors, data
availability during this period varies widely from region to region, with Roanoke and Bristol having
the least amount of data and the Charlotte and Washington D.C. area monitors having the most.

Table 4-1. Summary of Data Availability and Number of Observed Category 3
(Unhealthy for Sensitive Groups) Days in the MARAMA Region for the Period 1999-2002

Area of Number of Number of Observed Quarter 1 Quarter 2 Quarter 3 Quarter 4

Interest vaclii?jy;l\\;lv iéi?ua Categc[))r;/ys;(USG) (Jan-Mar) (Apr—Jun) (Jul—Sep) (Oct—Dec)
Charlotte 1453 7 1 0 5 1
Bristol 491 7 0 2 2 3
Roanoke 469 2 0 0 2 0
Richmond 1325 7 0 0 7 0
Washington 1430 35 6 6 17 6
Baltimore 1084 31 6 10 10 5
Wilmington 1401 26 6 9 11 0
Philadelphia 1313 28 7 7 12 2
Newark 971 18 1 7 7 3
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As noted in the table, the largest number of observed USG days during this period in the
MARAMA region occurs either during the second and third quarters of the year, encompassing
the late spring and summer periods, although some USG days occurred during the fall and
winter months as well in some of the areas.

Table 4-2 summarizes the correlation between all sites, considering maximum daily PM; 5
concentrations for all areas. R-squared values greater than 0.5 are shaded to highlight the
areas of agreement. Observed concentrations for Charlotte do not appear to be well correlated
with those for any of the other areas. There is some correlation between Bristol and Roanoke as
well as between Roanoke and Richmond, indicating some consistency in the same-day
concentrations across Virginia. Again the limited datasets for Bristol and Roanoke may limit the
extent to which the R-squared values represent the similarities among these areas.

There is a slightly greater degree of correlation for Richmond and Washington, D.C. and even
greater correlation for the four urban areas of Washington, Baltimore, Philadelphia, and
Wilmington. The highest R-squared value is for Philadelphia and Wilmington, which are nearby
to one another. There is some correlation between PM levels for Newark and those for
Philadelphia, Wilmington, and to a lesser degree, Baltimore. These results suggest that there is
a regional component to PM, 5 in the areas of interest from Washington (possibly Richmond)
northward, but that on any given day (with a few exceptions) there are also local meteorological
and/or emissions influences that affect the areas separately. Note that these values represent
same-day correlations, and do not provide the basis for discerning transport.

Table 4-2. Correlations Among the Areas of Interest:
R-Squared Values Calculated Using All Daily Maximum PM, s Concentrations

Charlotte Bristol Roanoke Richmond  Washington Baltimore Philadelphia ~ Wilmington Newark
Charlotte 1.00 0.49 0.48 0.48 0.25 0.18 0.13 0.14 0.09
Bristol 1.00 0.53 0.28 0.23 0.16 0.14 0.14 0.13
Roanoke 1.00 0.53 0.45 0.36 0.28 0.32 0.23
Richmond 1.00 0.62 0.53 0.39 0.47 0.24
Washington 1.00 0.75 0.58 0.64 0.42
Baltimore 1.00 0.68 0.74 0.51
Philadelphia 1.00 0.86 0.66
Wilmington 1.00 0.58
Newark 1.00

The magnitude and distribution of PM, s concentrations throughout the MARAMA region is
determined in part by the prevailing meteorological conditions. Overall the location and
movement of the regional-scale high- and low-pressure systems relative to an area determines
the prevailing wind and dispersion conditions and thus the source-receptor relationships that
characterize a PM, 5 event, whereas the persistence and strength of the system
influence/determine episode severity. A review of the meteorological conditions for days with
high PM;s in the areas of interest reveals that many of these days are influenced by a slow-
moving or stationary high pressure system over the area of interest that results in suppressed
vertical mixing of emissions/pollutants and low wind speeds or stagnation. The characteristics of
high PM; s events, however, vary among the areas of interest according to geographical
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characteristics, local and regional emissions characteristics, and the location of each area
relative to other areas in combination with pollutant-transport-conducive meteorological
conditions. They also vary with season. Consequently, high PM, s events occur under a variety
of regional- scale and local meteorological conditions and prevailing wind directions.

In the remainder of this section, we explore the PM, s concentrations and meteorological
conditions influencing those concentrations for each area of interest.

4.3. Factors Influencing PM,s Concentrations for Charlotte,
NC

The area-wide daily maximum PM; s concentration, categorized into three levels of severity,
serves as the “characteristic variable” for the CART analysis and the forecasted entity for the
tool. The area-wide maximum PM, s for the Charlotte area was defined for this study as the
maximum value over all of the sites listed as the local Charlotte sites in Table 2-1.

4.3.1. Summary of Observed PM, s Data (1999-2002)

The eight FRM monitors used to determine maximum PM2.5 concentrations for the Charlotte
MSA come from Cabarrus, Gaston, and Mecklenburg Counties in North Carolina, and York
County in South Carolina. The monitor at the Gaston site is collocated with a second monitor,
which was used to fill in data missing from the first. The dataset for Charlotte is nearly complete,
(all days before August, 1999, were dropped due to missing data for a previous-day PM, s
variable, which was more narrowly defined). Figure 4-3 shows how days of different PM severity
are distributed over the seasons. In this case the winter season is defined as December through
February, spring is March through May, Summer is June through August, and Fall is September
through November. “Good” days have maximum PM, s concentrations less than 15.5 pgm,
“moderate” days have concentrations greater than or equal to 15.5 and less than 40.5 pgm®,
and “USG” days have concentrations of 40.5 pgm™ or above. USG days appear predominantly
in the summer; these high-PM days are less than 1 percent of the total. Most summer days are
moderate, whereas concentrations are good for most of the days in the other seasons. Figure 4-
4 shows the highest 90" percentile concentrations in the summer months. There are also some
relatively high values in the fall (especially October) and winter months. The lowest values tend
to occur during the spring.
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Figure 4-3. Distribution of 1999-2002 Days by Season and Severity: Charlotte
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Figure 4-4. 90" Percentile Concentrations by Month (1999-2002): Charlotte

35.0

30.0

25.0 -

20.0

15.0

10.0 -

90% Percentile PM Conc. (ugm-3)
a
o

o
o
I

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

4.3.2. Meteorological Factors Influencing PM, s Concentrations

The meteorological conditions associated with the different ranges of PM, s concentration and
specifically the highest PM days for the Charlotte area are discussed in this subsection.

Wind Patterns Associated with High PM2

Plots comparing the frequency of wind directions and speeds for all low, moderate, and high
PM, s days for the Charlotte area are presented in Appendix A (Figure A-1). For consistency
with the forecasting, low PM, s days have maximum concentrations less than 15.5 ugm'g,
moderate days have concentrations greater than or equal to 15.5 and less than 40.5 ugm, and
high days have concentrations of 40.5 pgm™ or above. The wind information in these plots is for
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the Greensboro, NC upper-air monitoring site. In these diagrams, wind direction is defined as
the direction from which the wind is blowing. The length of the bar within that wind-direction
sector indicates the frequency of occurrence of a particular wind direction. The shading
indicates the distribution of wind speeds.

Upper-air winds for the 850 mb level (approximately 1500 m above ground) are available twice
per day, at approximately 0700 and 1900 EST. Distinguishing features in the wind plots (also
called wind rose diagrams) for the high PM, s days, when contrasted to those with other
observed concentration ranges, may help to define the wind and/or transport patterns leading to

The wind roses for Charlotte are based on the Greensboro sounding data. Upper-level winds
during the low PM days for Charlotte tend to be southwesterly through northwesterly for both the
morning and evening soundings. Wind directions are similar for moderate PM days, with
somewhat lower wind speeds, especially at the time of the evening sounding. Wind speeds are
even lower for the high PM days and there is a greater tendency for easterly wind components
at the time of the morning sounding.

Categorical Summaries

A comparison of the meteorological characteristics for different ranges of PM, s concentration in
Table 4-3 provides a basis for further distinguishing days within the different categories based
on the values of meteorological parameters. In preparing this table, we used the comprehensive
meteorological and PM dataset compiled for the CART application. Key meteorological
parameters, as used by CART to construct the classification tree, are shaded in this table so
that we can focus on the differences in these key parameters as well the differences found
throughout the dataset. Categories 1 to 3 represent the standard three ranges of 24-hour PM;5
concentration: <15.5, 15.5-40.5, and >40.5 pgm"".

Table 4-3. Summary of Mean Air Quality and Meteorological Parameters
for Each CART Classification Category: Charlotte

Category 1 Category 2 Category 3

PM2s Parameters

24-hour PM2s for Charlotte (ugm) 10.8 22.1 440
Two-days-ago 24-hour PMzs for Charlotte (pgm-3) 13.7 16.6 23.8
Two-days-ago 24-hour PMzs for Greenville-Spartanburg (ugm3) 14.6 16.9 21.6
Two-days-ago 24-hour PMzs for Winston-Salem (gm-3) 14.2 17.0 21.3

Surface Meteorological Parameters

Maximum surface temperature (°C) 19.4 24.2 29.8
Minimum surface temperature (°C) 8.9 11.8 16.1
Surface relative humidity (%) 66.9 67.4 65.7
Surface wind speed (ms?) 24 17 1.2
Surface wind direction (degrees) 344 151 180
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Category 1 Category 2 Category 3

Number of six hour periods with precipitation (range is 1 to 4) 0.3 0.1 0.0

Upper-Air Meteorological Parameters (Greensboro)

850 mb temperature (AM) (°C) 7.2 11.2 16.7
850 mb temperature (PM) (°C) 7.7 119 18.3
Temperature gradient (850 mb to surface; AM) (°C) 2.6 -1.0 -1.9
Temperature gradient (900 mb to surface; AM) (°C) 05 1.7 2.1
Temperature gradient (950 mb to surface; AM) (°C) 0.6 31 4.7
24-hour difference in 700 mb geopotential height (m) -4.2 3.8 6.6
Yesterday's 700 mb wind speed (PM) (ms1) 14.4 10.3 6.7
Yesterday's 850 mb wind speed (PM) (ms1) 10.1 6.8 6.9
850 mb wind speed (AM) (ms) 10.9 73 34
850 mb wind speed (PM) (ms?) 9.6 74 5.6
Yesterday's 700 mb wind direction (PM) (degrees) 269 290 333
Yesterday's 850 mb wind direction (PM) (degrees) 261 281 315
850 mb wind direction (AM) (degrees) 286 291 135
850 mb wind direction (PM) (degrees) 278 265 225
Estimated cloud cover (range of 1 to 3) 19 1.7 1.7
Seasonal indicator (1 = winter, 2 = transitional, 3 = summer) 2 2 2

Table 4-3 provides a general overview of how average conditions vary across (and potentially
lead to) different PM, 5 concentration levels for Charlotte. A column-by-column comparison of
the values reveals some clear tendencies in several of the air quality and meteorological
parameters and

High PM, s in the Charlotte area is associated with relatively high PM, s two-days prior—
Charlotte as well as Greenville-Spartanburg and Winston-Salem. Thus, a regional day-to-day
build up of PM, s is indicated for high PM, 5 days.

The surface meteorological parameters indicate a correlation between higher PM; 5
concentrations and higher temperatures (primarily reflecting seasonal differences), lower
surface wind speeds, and less precipitation. Surface wind directions tend toward southerly for
the higher ranges of PM,s. There is no clear tendency for relative humidity.

The upper-air meteorological parameters (based here on the Greensboro sounding) indicate
that higher PM, s concentrations occur with higher 850 mb temperatures. There is also a
tendency for more stable (positive) lapse rates to be associated with higher PM, s days. This is
especially true for the 900 and 950 mb temperature differences. The difference in geopotential
height (defined such that a positive number indicates increasing height (pressure) over the
Charlotte area) is also positively correlated with higher PM concentrations.
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Lower wind speeds aloft (especially for the analysis day) and a tendency for more southerly
wind directions aloft are also aligned with higher PM, s concentrations.

Finally, the cloud cover and season parameters do not vary much across the three categories.

The input parameters that are most used by CART in the construction of the classification tree
(either to define the splits/branching structure) or as surrogates to the primary variables in this
regard are highlighted in the table. These include two-days-ago PM, s for Charlotte, surface
temperature, 850 mb temperature, the 950 to surface temperature difference, and 850 mb wind
speed at the time of the morning sounding. All of these are also well correlated with the PM; 5
concentration for the analysis day.

4.3.3. Characteristics of High PM, s Events

The categorical summary table provides a general overview of how average conditions vary across
(and potentially lead to) different PM, s concentration levels for the Charlotte area. Within the high
PM, 5 categories, there are other key differences among the parameters that result in different types
of high PM, 5 events. We have used the CART results to examine these differences.

Only certain of the CART bins are frequently associated with PM, s concentrations that are in
the USG range or Category 3. Of these, we identified the bins with the most number of days as
key bins. Table 4-4 considers the input parameter values for the key USG bins. For Charlotte
there is only one key bin and it contains four of the seven USG days.

Table 4-4. Summary of Mean Air Quality and Meteorological Parameters
for the Key USG CART Classification Bin: Charlotte.

Bin 30
Number of days 4
PM2s Parameters
24-hour PM2s for Charlotte (ugm3) 4338
Two-days-ago 24-hour PMzs for Charlotte (pgm-3) 309
Two-days-ago 24-hour PM2s for Greenville-Spartanburg (jagm-3) 253
Two-days-ago 24-hour PMzs for Winston-Salem (gm-3) 26.7
Surface Meteorological Parameters
Maximum surface temperature (°C) 5.0
Minimum surface temperature (°C) 21.3
Surface relative humidity (%) 60.2
Surface wind speed (ms?) 13
Surface wind direction (degrees) ’
Number of six hour periods with precipitation (range is 1 to 4) 0.0
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4. Factors Influencing PM2.5 Concentrations

Bin 30

Upper-Air Meteorological Parameters (Greenshoro)
850 mb temperature (AM) (°C) 18.3
850 mb temperature (PM) (°C) 204
Temperature gradient (850 mb to surface; AM) (°C) 36
Temperature gradient (900 mb to surface; AM) (°C) 21
Temperature gradient (950 mb to surface; AM) (°C) 43
24-hour difference in 700 mb geopotential height (m) 43
Yesterday's 700 mb wind speed (PM) (ms) 53
Yesterday's 850 mb wind speed (PM) (ms) 56
850 mb wind speed (AM) (ms2) 3.2
850 mb wind speed (PM) (ms-) 53
Yesterday's 700 mb wind direction (PM) (degrees) 270
Yesterday's 850 mb wind direction (PM) (degrees) 225
850 mb wind direction (AM) (degrees) 180
850 mb wind direction (PM) (degrees) 198
Estimated cloud cover (range of 1 to 3) 18

3

Seasonal indicator (1 = winter, 2 = transitional, 3 = summer)

Wind directions are evenly divided between N and S.

Since there are so few USG days, the mean characteristics of days within Bin 30 match fairly
closely those for Category 3, as presented in Table 4-3 above. Even higher PM,s concentrations
two-days-prior, slightly lower winds speeds aloft, and a more dominant southerly wind component
distinguish the Bin 30 days from the other USG/Category 3 days contained in the dataset.

While table 4-4 provides an overall summary of the mean characteristics for the key high PM; 5
bin, it is also useful to examine the conditions associated with each day or episode.

For the Charlotte area, seven USG days occurred during the 1999-2002 period. The specific
dates, including the observed PM, s concentration (ugm™), are presented in Table 4-5. Included
in the table is information about whether these dates are also USG days for other areas within
the MARAMA region. The CART classification bin is also provided, so that the reader can link
the weather summaries to the bins and characteristics discussed above.
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4. Factors Influencing PM2.5 Concentrations

Table 4-5. USG Days for Charlotte: 1999-2002

Date Day of Week CART bin PM2s (ugm-3) Orange Day for Other Areas
August 7, 1999 Saturday 30 411
August 13, 1999 Friday 30 44.0
January 1, 2000 Saturday 9 45.2 Washington
November 2, 2000 Thursday 28 46.9 Bristol
August 15, 2001 Wednesday 11 40.5
July 17, 2002 Wednesday 30 45.2
July 18, 2002 Thursday 30 44.8 Baltimore, Washington, Richmond,

Newark, Philadelphia

The observed concentrations for these days generally fall in the lower end of the USG
classification range. The majority of the days occur in the summer months, with two of the seven
days occurring during winter.

For the August 1999 days, the Charlotte area was influenced by typical summertime surface and
upper-level high-pressure systems, which affected a good portion of the Southeast. Maximum
temperatures on both days approached 100°F, with mostly sunny skies and no rainfall.

On January 1, 2000, the Charlotte area was situated between a surface high-pressure system
centered off the coast of Delaware and a weak low-pressure system over Mississippi. The
morning lows in the area were in the upper 30’s while the maximum temperatures reached the
mid-60’s, with light winds throughout the day and no precipitation. Since this was the first day of
the new millennium, the PM, s concentrations may have been influenced by early morning
fireworks in the Charlotte area.

For November 2, 2000, the area was influenced by a strong upper-level ridge that affected the
entire eastern seaboard. Skies were generally clear and winds were very light throughout the
day, with minimum temperatures in the area in the upper 30’s and maximums in the low 70’s,
with no precipitation.

On August 15, 2001, the weather in the Charlotte area was influenced by a weak summertime
upper-level ridge and a moderately strong surface high pressure system centered over
Pennsylvania. Winds were light throughout the day with minimum temperatures in the upper
60’'s and maximums around 90. Shallow fog conditions with 3 miles visibility were reported in
the early morning hours.

For the July 17-18, 2002 period, a relatively strong upper level high was located over the
southeast, with a strong surface high-pressure area over Georgia. Winds in the upper levels
above Charlotte were generally very light, with a northwesterly direction. Lows during these
days were near 70 with highs reaching 93 on both days. Hazy conditions were reported in the
early morning on both days, with mostly sunny skies and no precipitation occurring in the area
on either day. As indicated by the fact that USG days were also measured in the Baltimore,
Washington, Richmond, Newark, and Philadelphia areas on July 18, the synoptic conditions
causing high PM concentrations were widespread throughout the MARAMA region and
persisted for several days.
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This review of the meteorological conditions indicates the high PM concentrations occur under a
variety of synoptic situations, but nearly all of these include high pressure over or to the north of
the Charlotte area and light winds. The day-specific conditions discussed above are consistent
with the categorical and CART-based average conditions for all and the subset of USG days,
indicating that the CART bin captures the key characteristics of the majority of USG days and that
the information contained in the categorical summaries can be used independently to guide the
preparation of PM, 5 forecasts.

4.4. Factors Influencing PM,s Concentrations for Bristol, VA

The area-wide maximum PM, s concentration for the Bristol area was defined for this study as
the maximum value over all of the sites listed as the local Bristol sites in Table 2-1.

44.1. Summary of Observed PM, s Data (1999-2002)

The area-wide daily maximum PM2.5 concentrations for the Bristol MSA are the daily maximums
over two FRM monitors: one in Sullivan County, Tennessee, and one in the city of Bristol. A
second monitor in Sullivan Co. was used as backup in the event of missing data for the first.
These monitors record fine mass every three days. Two percent of the days are USG, and Figure
4-5 shows that these days only occurred in the summer and fall. Concentrations are worst in
summer, which has more moderate days than good. Figure 4-6 shows the 90™ percentile
concentrations for each month; again, summer months have the highest value, but the November
concentration follows close behind.

Figure 4-5. Distribution of 1999-2002 Days by Season and Severity: Bristol
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Figure 4-6. 90" Percentile Concentrations by Month (1999-2002): Bristol
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4.4.2. Meteorological Factors Influencing PM, s Concentrations

The meteorological conditions associated with the different ranges of PM, s concentration and
specifically the highest PM days for the Bristol area are discussed in this subsection.

Wind Patterns Associated with High PM2s

Plots comparing the frequency of wind directions and speeds for all days and for low, moderate,
and high PM, s days for the Bristol area are presented in Appendix A. The wind information in
these plots is for the Roanoke upper-air monitoring site. The plots use the same format and
contain the same information described above for the Charlotte area.

The wind roses for Bristol (Figures A-3 and A-4) are based on the Roanoke sounding data. The
upper-level winds for the low PM days for Bristol tend to be westerly to northwesterly, but there
are also southwesterly winds on some portion of the days. When moderate PM is observed,
wind speeds are lower than for the low PM days. Compared to the low PM days, the winds are
similarly directed in the morning, and there is a greater percentage of days with southwesterly
winds during the evening. The highest PM days are dominated by northwesterly to northerly
winds at the time of both the morning and evening sounding.

Categorical Summaries

A comparison of the meteorological characteristics for different ranges of PM, s concentration in
Table 4-6 provides a basis for further distinguishing days within the different categories based
on the values of meteorological parameters. In preparing this table, we used the comprehensive
meteorological and PM dataset compiled for the CART application. Key meteorological
parameters, as used by CART to construct the classification tree, are shaded in this table so
that we can focus on the differences in these key parameters as well the differences found
throughout the dataset. Categories 1 to 3 represent the standard three ranges of 24-hour PM, 5
concentration: <15.5, 15.5-40.5, and >40.5 ugm'3.
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Table 4-6. Summary of Mean Air Quality and Meteorological Parameters
for Each CART Classification Category: Bristol

Category 1 Category 2 Category 3

PM2s Parameters

24-hour PMgs for Bristol (pgm-?) 104 225 45.0
Two-days-ago 24-hour PMzs for Knoxville (pgm-3) 16.4 212 29.9
Surface Meteorological Parameters
Maximum surface temperature (°C) 16.7 22.7 26.5
Minimum surface temperature (°C) 5.4 9.7 131
Surface relative humidity (%) 68.7 714 70.9
Surface wind speed (ms) 2.0 11 1.0
Surface wind direction (degrees) 218 252 270
Number of six hour periods with precipitation (range is 1 to 4) 0.4 0.2 0.1
Upper-Air Meteorological Parameters (Roanoke)
850 mb temperature (AM) (°C) 4.1 9.9 14.0
850 mb temperature (PM) (°C) 5.1 11.2 14.7
Temperature gradient (850 mb to surface; AM) (°C) -1.2 13 2.6
Temperature gradient (900 mb to surface; AM) (°C) 11 3.1 54
Temperature gradient (950 mb to surface; AM) (°C) 1.4 3.0 5.8
24-hour difference in 700 mb geopotential height (m) 156 118 6.8
Yesterday’s 700 mb wind speed (PM) (ms-1) 108 75 5.6
Yesterday's 850 mb wind speed (PM) (ms?) 12.0 9.7 8.9
850 mb wind speed (AM) (ms?) 10.1 75 6.4
850 mb wind speed (PM) (ms?) 214 289 270
Yesterday's 700 mb wind direction (PM) (degrees) 259 273 315
Yesterday's 850 mb wind direction (PM) (degrees) 218 278 333
850 mb wind direction (AM) (degrees) 219 263 338
850 mb wind direction (PM) (degrees) 2.0 19 20
Estimated cloud cover (range of 1 to 3) 2 2 8
Seasonal indicator (1 = winter, 2 = transitional, 3 = summer) 2 2 2
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A column-by-column comparison of the values in table 4-6 reveals some clear tendencies in
several of the air quality and meteorological parameters.

High PM, 5 in the Bristol area is associated with relatively high PM, s in the Knoxville area two-
days prior. Thus, a regional day-to-day build up is indicated.

The surface meteorological parameters indicate a correlation between higher PM; 5
concentrations and higher temperatures, lower surface wind speeds, and less precipitation.
There is no clear tendency for relative humidity or surface winds directions (which tend to be
westerly, on average, for all three categories).

The upper-air meteorological parameters (based here on the Roanoke sounding) indicate that
higher PM, s concentrations occur with higher 850 mb temperatures. There is also a tendency
for more stable (positive) lapse rates to be associated with higher PM, s days. There is no clear
tendency for the change in geopotential height.

Lower wind speeds aloft and a tendency for more northerly wind directions aloft are also aligned
with higher PM, s concentrations.

Finally, the cloud cover parameter does not vary much across the three categories, and the
seasonal indicator suggests that the higher PM days tend to be during the summer months.

The input parameters that are most used by CART in the construction of the classification tree
(either to define the splits/branching structure) or as surrogates to the primary variables in this
regard are highlighted in the table. These include two-days-ago PM; s for Knoxville, surface
temperature, surface wind speed, 850 mb temperature, and 850 mb wind speed at the time of
the previous evening sounding. As noted earlier, these tend also to show the greatest
differences among the classification categories.

4.4.3. Characteristics of High PM,s Events

The categorical summary table provides a general overview of how average conditions vary
across (and potentially lead to) different PM, s concentration levels for the Bristol area. Within
the high PM, 5 categories, there are other key differences among the parameters that result in
different types of high PM, 5 events. We have used the CART results to examine these
differences.

Only certain of the CART bins are frequently associated with PM, 5 concentrations that are in
the USG range or Category 3. Of these, we identified the bins with the most number of days as
key bins. Table 4-7 considers the input parameter values for the key USG bins. For Bristol there
is only one key bin and it contains four of the seven USG days.
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Table 4-7. Summary of Mean Air Quality and Meteorological Parameters

for the Key USG CART Classification Bin: Bristol

Bin 29

Number of days 6
PM2s Parameters

24-hour PM2;s for Bristol (pugm-3) 43.2
Two-days-ago 24-hour PMzs for Knoxville (ugms3) 34.1
Surface Meteorological Parameters

Maximum surface temperature (°C) 26.5
Minimum surface temperature (°C) 12.5
Surface relative humidity (%) 69.0
Surface wind speed (ms?) 0.9
Surface wind direction (degrees) 270
Number of six hour periods with precipitation (range is 1 to 4) 0.2
Upper-Air Meteorological Parameters (Roanoke)

850 mb temperature (AM) (°C) 14.4
850 mb temperature (PM) (°C) 14.8
Temperature gradient (850 mb to surface; AM) (°C) 4.4
Temperature gradient (900 mb to surface; AM) (°C) 7.2
Temperature gradient (950 mb to surface; AM) (°C) na
24-hour difference in 700 mb geopotential height (m) -11.9
Yesterday's 700 mb wind speed (PM) (ms) 6.1
Yesterday's 850 mb wind speed (PM) (ms-) 5.2
850 mb wind speed (AM) (ms1) 9.8
850 mb wind speed (PM) (ms?) 7.2
Yesterday's 700 mb wind direction (PM) (degrees) 315
Yesterday's 850 mb wind direction (PM) (degrees) 315
850 mb wind direction (AM) (degrees) 333
850 mb wind direction (PM) (degrees) 326
Estimated cloud cover (range of 1 to 3) 1.8
Seasonal indicator (1 = winter, 2 = transitional, 3 = summer) 2

Since there are so few USG days, the mean characteristics of days within Bin 29 match very
closely those for Category 3, as presented in Table 4-6 above. Even higher PM; 5
concentrations two-days-prior distinguish the Bin 29 days from the other USG/Category 3 days
contained in the dataset. These days also tend to occur during the transitional seasons, rather

than in summer.

It is also useful to examine the conditions associated with each day or episode.
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4. Factors Influencing PM2.5 Concentrations

For the Bristol area, seven orange days occurred during the 1999-2002 period. The specific
dates, including the observed PM, s concentration (ug/mS), are listed in Table 4-8.

Table 4-8. USG Days for Bristol: 1999-2002

Date Day of Week CART bin PMzs (Lgm-3) USG Day for Other Areas?
June 2, 2000 Friday 29 40.8 Baltimore
June 11, 2000 Sunday 29 42.2 Baltimore, Wilmington, Philadelphia,
Newark
July 26, 2000 Wednesday 28 56.2
October 24, 2000 Tuesday 29 43.0
October 27, 2000 Friday 29 43.8 Washington, Newark
November 2, 2000 Thursday 29 43.6 Charlotte
July 18, 2001 Wednesday 29 45.7

The observed concentrations for these days generally fall in the lower end of the USG
classification range, with the exception of July 26. The USG days are distributed over the
summer and fall months, with three of the eight days occurring during the fall.

For June 2, 2000, the area was influenced by a weak upper-level ridge and a surface high
centered over Tennessee. Minimum temperatures were in the upper 60’s, with highs in the
upper 80’s to low 90’s. Upper-level winds were very light and westerly and no precipitation was
reported in the area.

For June 11, 2000, Bristol’s weather was dominated by a weak ridge aloft and a strong surface
Bermuda high-pressure system centered offshore of North Carolina. Winds were light and
variable on the surface throughout the day and light and southerly aloft. Shallow fog was
reported in the area in the early morning hours, with lows in the upper 60’s and high near 90,
and no precipitation. PM concentrations were also measured in the USG range at sites in
Baltimore, Wilmington, Philadelphia, and Newark, reflecting region-wide stagnation conditions
across the area.

On July 26, 2000, the southeast was under the influence of a very weak upper-level ridge
system, with very light winds. A surface low-pressure system was located over the Baltimore-
Washington area, but hazy skies and light winds persisted in the Bristol area. Maximum
temperatures were in the mid-80’s, with minimums in the upper 60’s. No precipitation was
reported in the general area on this day.

For the October 24 and 27, 2000 days, the Bristol area was under the influence of a relatively
strong upper-level ridge and strong surface high-pressure system centered over the southeast.
Winds aloft on these days were very light and northwesterly. Lows were in the mid-50s and highs
were near 80, with shallow fog reported both mornings and no precipitation reported either day.

For November 2, 2000, the area was influenced by a strong upper-level ridge that influenced the
entire eastern seaboard. Skies were generally clear and winds were very light throughout the
day, with minimum temperatures in the area in the upper 30’s and maximums in the low 70’s,
with no precipitation. This day was also a USG day for the Charlotte area.
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For July 18, 2001, Bristol's weather was influenced by a strong upper-level ridge centered over
the mid-plains, and a moderately strong surface high-pressure system over Georgia. Lows were
near 70 and highs approached 90 throughout the area. Winds aloft were very light and
northwesterly. Hazy conditions and limited visibility were reported during the morning hours and
precipitation was reported in the Roanoke area, northeast of Bristol.

This review of the meteorological conditions indicates the high PM concentration occur under a
variety of synoptic situations, but nearly all of these manifest themselves as stagnation
conditions near the surface. This is consistent with the very light wind speeds indicated by the
categorical and CART-based average conditions for all and the subset of USG days. CART
finds this parameter to be important and thus appears to capture the key characteristics of the
majority of USG days. This consistency also suggests that the categorical summaries for Bristol
can be used independently to guide the preparation of PM, 5 forecasts.

4.5. Factors Influencing PM,s Concentrations for Roanoke,
VA

The area-wide maximum PM, s for the Roanoke area was defined for this study as the maximum
value over all of the sites listed as the local Roanoke sites in Table 2-1.

4.5.1. Summary of Observed PM, s Data (1999-2002)

The 436 days for the Roanoke daily maximum PM concentrations come from the maximum of
two FRM monitors, one in the city of Roanoke and the other in the city of Salem, Virginia. Half a
percent of these days are USG, and these all occur in the summer, as Figure 4-7 shows. Most
summer days are moderate and most days in the other seasons are good; the profile of monthly
90" percentile concentrations shown in Figure 4-8 peaks relatively gently in July, with a minor
peak in February.

Figure 4-7. Distribution of 1999-2002 Days by Season and Severity: Roanoke
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Figure 4-8. 90" Percentile Concentrations by Month (1999-2002): Roanoke
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4.5.2, Meteorological Factors Influencing PM,s Concentrations

The meteorological conditions associated with the different ranges of PM, s concentration and
specifically the highest PM days for the Roanoke area are discussed in this subsection.

Wind Patterns Associated with High PM2s

Plots comparing the frequency of wind directions and speeds for all days and for low, moderate,
and high PM, s days for the Roanoke area are presented in Appendix A. The wind information in
these plots is for the Roanoke upper-air monitoring site. The plots use the same format and
contain the same information as for the other areas (described earlier in this section).

The wind roses for Roanoke (Figures A-5 and A-6) are based on the Roanoke sounding data.
The upper-level winds are predominately westerly to northwesterly for the low PM days. There
is a hotable increase in the incidence of southwesterly winds for the moderate PM days. At the
time of the evening sounding, southwesterly winds dominate the wind rose. Since there are only
two high PM days for Roanoke, wind roses were not prepared for this concentration level.

Categorical Summaries

A comparison of the meteorological characteristics for different ranges of PM, s concentration in
Table 4-9 provides a basis for further distinguishing days within the different categories based
on the values of meteorological parameters. In preparing this table, we used the comprehensive
meteorological and PM dataset compiled for the CART application. Key meteorological
parameters, as used by CART to construct the classification tree, are shaded in this table so
that we can focus on the differences in these key parameters as well the differences found
throughout the dataset. Categories 1 to 3 represent the standard three ranges of 24-hour PM, 5
concentration: <15.5, 15.5-40.5, and >40.5 pgm.
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Table 4-9. Summary of Mean Air Quality and Meteorological Parameters
for Each CART Classification Category: Roanoke

Category 1 Category 2 Category 3

PM2s Parameters

24-hour PM25 for Roanoke (pgm-?) 10.1 227 46.8
Two-days-ago 24-hour PM2s for Winston-Salem (ugm:3) 13.7 18.2 20.9
Surface Meteorological Parameters
Maximum surface temperature (°C) 16.4 23.9 336
Minimum surface temperature (°C) 6.2 12.4 214
Surface relative humidity (%) 59.3 64.9 62.2
Surface wind speed (ms) 3.0 18 1.4
Surface wind direction (degrees) 21 230 315
Number of six hour periods with precipitation (range is 1 to 4) 03 0.2 0.0
Upper-Air Meteorological Parameters (Roanoke)
850 mb temperature (AM) (°C) 4.0 11.4 18.6
850 mb temperature (PM) (°C) 5.0 12.8 20.0
Temperature gradient (850 mb to surface; AM) (°C) -0.9 17 0.4
Temperature gradient (900 mb to surface; AM) (°C) 11 3.7 4.0
Temperature gradient (950 mb to surface; AM) (°C) na na na
24-hour difference in 700 mb geopotential height (m) -3.7 3.7 -11.5
Yesterday's 700 mb wind speed (PM) (ms) 15.8 10.1 44
Yesterday’s 850 mb wind speed (PM) (ms?) 109 6.6 41
850 mb wind speed (AM) (ms) 12.2 9.0 10.3
850 mb wind speed (PM) (ms+) 10.0 7.3 31
Yesterday's 700 mb wind direction (PM) (degrees) 218 287 0
Yesterday's 850 mb wind direction (PM) (degrees) 210 269 0
850 mb wind direction (AM) (degrees) 284 275 0
850 mb wind direction (PM) (degrees) 21 263 270
Estimated cloud cover (range of 1 to 3) 2.0 1.8 10
Seasonal indicator (1 = winter, 2 = transitional, 3 = summer) 2 2 8
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Table 4-9 provides an overview of how average conditions vary across (and potentially lead to)
different PM, s concentration levels for Roanoke. A column-by-column comparison of the values
reveals some clear tendencies in several of the air quality and meteorological parameters.

High PM, s in the Roanoke area is associated with relatively high PM, s two-days prior—in
Roanoke and to a lesser extent Winston-Salem. Thus, the regional day-to-day build up of PM;5
is indicated for high PM, 5 days, with emphasis on a local build up or recirculation.

The surface meteorological parameters indicate a correlation between higher PM, 5
concentrations and higher temperatures, lower surface wind speeds, and less precipitation.
Surface wind directions tend toward northwesterly for the higher ranges of PM,s. There is no
clear tendency for relative humidity.

The upper-air meteorological parameters (based here on the Roanoke sounding) indicate that
higher PM, s concentrations occur with higher 850 mb temperatures. There is also a tendency
for more stable (positive) lapse rates to be associated with higher PM, s days. There is no clear
tendency for the difference in geopotential height.

Lower wind speeds aloft (with the exception of the 850 mb winds for the morning of the analysis
day) are aligned with higher PM, s concentrations. Wind directions veer from westerly to
northerly with the higher PM values.

Finally, cloud cover is less for the high PM days, and the season index indicates that the highest
concentrations tend to occur during the summer months.

The input parameters that are most used by CART in the construction of the classification tree
(either to define the splits/branching structure) or as surrogates to the primary variables in this
regard are highlighted in the table. For Roanoke, the most important parameters are surface
temperature and 850 mb temperature. Wind speeds aloft are next most important. All of these
are also very well correlated with the PM, s concentration for the analysis day.

4.5.3. Characteristics of High PM, s Events

The categorical summary table provides a general overview of how average conditions vary
across (and potentially lead to) different PM, s concentration levels for the Roanoke area. Since
there are only two high PM, 5 days in the dataset for Roanoke, we did not prepare a separate
table of the characteristics of the USG bins for this area.

Only two USG days occurred during the 1999-2002 period in the Roanoke area, although as
noted above, the available data are limited for this site. The specific dates, including the
observed PM, s concentration (ug/m3), are as follows:

Table 4-10. USG Days for Roanoke: 1999-2002

Date Day of Week CART bin PM2s (Lgm-3) USG Day for Other Areas?
August 8, 2001 Wednesday 32 52.8 Baltimore, Washington, Richmond
July 1, 2002 Monday 33 40.7 Baltimore, Washington (7/2)
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Both of these USG days occur in the summer with observed concentrations for August 8, 2001
in the middle of the USG range, while the concentration for July 1, 2002 is just within the USG
category.

On August 8, 2001, the Roanoke area was influenced by a broad upper-level ridge centered
over the central U.S., and a weak surface high pressure system over Georgia. Surface winds
throughout the day were calm with upper-level winds very light and southerly. The low for
Roanoke was 74°F while the high for this day was 93, with no precipitation reported. Similar
conditions persisted throughout the region leading to high PM concentrations in the Baltimore,
Washington, and Richmond areas on this day.

For July 1, 2002, the Roanoke weather was dominated by a strong upper-level ridge centered
over the Midwest, and a strong, broad surface high pressure system centered directly over the
Roanoke area. Upper-level winds on this day were very light and variable, while surface winds
were light and variable. The low for Roanoke was 68, while the high for the day was 88. This
day was also a USG day for the Baltimore and Washington areas and was the start of the multi-
day PM episode across the MARAMA region which lasted through July 4™, as the upper-level
ridge built further over the area, strengthening the persistent surface high. USG days occurred
in the Baltimore, Washington, Philadelphia, and Newark areas on July 2 and 3, and in
Washington on July 4.

This review of the meteorological conditions indicates the high PM concentration occurs in
conjunction with surface high pressure and light winds, allowing for the multi-day build up of
particulates in the area. This is consistent with the very light wind speeds indicated by the
categorical averages. CART appears to capture the effects of the high pressure using the 850 mb
temperature as a key parameter in distinguishing the high PM days. There are really not enough
high PM days for Roanoke to say much more about the characteristics of the high PM days.

4.6.Factors Influencing PM, 5 Concentrations for Richmond, VA

The area-wide maximum PM, s for the Richmond area was defined for this study as the
maximum value over all of the sites listed as the local Richmond sites in Table 2-1.

4.6.1. Summary of Observed PM, s Data (1999-2002)

Maximum PM2.5 concentrations over five FRM monitors in Charles City, Richmond City,
Chesterfield County, and Henrico County determined the area-wide maximum for Richmond. Of
the days with available data from the 1999-2002 period, about half a percent had USG
concentrations, and all of these occurred in summer, as shown in Figure 4-9. The majority of
summer days were moderate, whereas good days dominated the other seasons. In Figure 4-10,
which shows the 90" percentile concentrations, one sees highest concentrations in the summer
months, and the next highest in January. Richmond is characterized by a more distinct annual
profile than many of the other areas included in the analysis.
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Figure 4-9. Distribution of 1999-2002 Days by Season and Severity: Richmond
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Figure 4-10. 90" Percentile Concentrations by Month (1999-2002): Richmond
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4.6.2. Meteorological Factors Influencing PM,s Concentrations

The meteorological conditions associated with the different ranges of PM, s concentration and
specifically the highest PM days for the Richmond area are discussed in this subsection.

Wind Patterns Associated with High PM2s

Plots comparing the frequency of wind directions and speeds for all days and for low, moderate,
and high PM, s days for the Richmond area are presented in Appendix A. The wind information in
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these plots is for the Dulles Airport (Sterling, VA) upper-air monitoring site. The plots use the same
format and contain the same information as for the other areas (described earlier in this section).

The wind roses for Richmond (Figures A-7 and A-8) are based on the Dulles Airport sounding
data. The upper-level winds are predominately southwesterly to northerly for the low PM days,
for both the morning and evening sounding. For many of the days, the directions fall within the
westerly to northwesterly portion of this range. There is a notable increase in the incidence of
southwesterly winds for the moderate PM days; wind speeds are also lower for the moderate
days. At the time of the evening sounding, southwesterly winds dominate the wind rose. For the
highest PM days, winds have either a northerly or southerly component. Given the small
number of days, a wind pattern does not emerge. Wind speeds are much lower than for the
other PM concentration levels.

Categorical Summaries

A comparison of the meteorological characteristics for different ranges of PM, s concentration in
Table 4-11 provides a basis for further distinguishing days within the different categories based
on the values of meteorological parameters. In preparing this table, we used the comprehensive
meteorological and PM dataset compiled for the CART application. Key meteorological
parameters, as used by CART to construct the classification tree, are shaded in this table so
that we can focus on the differences in these key parameters as well the differences found
throughout the dataset. Categories 1 to 3 represent the standard three ranges of 24-hour PM, 5
concentration: <15.5, 15.5-40.5, and >40.5 pgm™.

Table 4-11. Summary of Mean Air Quality and Meteorological Parameters
for Each CART Classification Category: Richmond

Category 1 Category 2 Category 3

PM2s Parameters

24-hour PMzs for Richmond (pgm?3) 101 221 46.1
Two-days-ago 24-hour PMzs for Richmond (ugm) 135 16.2 253
Two-days-ago 24-hour PM2s for Washington, D.C. (ugm-) 150 181 812
Two-days-ago 24-hour PM2s for Winston-Salem (ugm-3) 14.5 17.6 215
Surface Meteorological Parameters

Maximum surface temperature (°C) 187 238 35.8
Minimum surface temperature (°C) 8.2 12.0 232
Surface relative humidity (%) 67.2 704 63.6
Surface wind speed (ms?) 31 2.3 18
Surface wind direction (degrees) 318 188 1
Number of six hour periods with precipitation (range is 1 to 4) 03 02 0.1
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Category 1 Category 2 Category 3

Upper-Air Meteorological Parameters (Dulles Airport)

850 mb temperature (AM) (°C) 45 9.9 18.8
850 mb temperature (PM) (°C) 5.3 10.6 19.6
Temperature gradient (850 mb to surface; AM) (°C) 2.9 -1.0 -3.0
Temperature gradient (900 mb to surface; AM) (°C) 0.5 21 2.1
Temperature gradient (950 mb to surface; AM) (°C) 02 31 3.6
24-hour difference in 700 mb geopotential height (m) -3.9 2.6 -18.4
Yesterday's 700 mb wind speed (PM) (ms) 113 8.3 4.5
Yesterday's 850 mb wind speed (PM) (ms?) 106 8.7 5.1
850 mb wind speed (AM) (ms1) 14.6 11.7 5.2
850 mb wind speed (PM) (ms-1) 109 8.2 6.7
Yesterday's 700 mb wind direction (PM) (degrees) 293 280 315
Yesterday's 850 mb wind direction (PM) (degrees) 283 269 270
850 mb wind direction (AM) (degrees) 281 286 315
850 mb wind direction (PM) (degrees) 274 281 270
Estimated cloud cover (range of 1 to 3) 19 18 17
2 2 3

Seasonal indicator (1 = winter, 2 = transitional, 3 = summer)

Table 4-11 shows how average conditions vary across (and potentially lead to) different PM, s
concentration levels for Richmond. A column-by-column comparison of the values reveals some
clear tendencies in several of the air quality and meteorological parameters.

High PM, s in the Richmond area is associated with relatively high PM, s two-days prior—in
Richmond, Washington, D.C., and Winston-Salem. Thus, a regional day-to-day build up of PM; s
is indicated for high PM days.

The surface meteorological parameters indicate that higher PM, s concentrations occur with
higher temperatures (primarily reflecting seasonal differences), lower surface wind speeds,
lower relative humidity, and less precipitation. Surface wind directions are northwesterly, on
average for the low PM days, and tend toward southerly for the higher ranges of PM;s.

The upper-air meteorological parameters (based here on the Dulles Airport sounding) indicate
that higher PM, s concentrations occur with higher 850 mb temperatures and somewhat greater
stability (although the relationships between PM and stability is less well defined than for some
of the other areas, possibly due to distance and location of the upper-air monitoring site). There
is no clear trend in the difference in geopotential height parameter.
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There is a very clear tendency for lower wind speeds aloft (for both the day prior to the analysis
day and the analysis day) but little difference in wind directions aloft among the categories.

The cloud cover parameters do not vary much, and the seasonal index show that most of the
USG days occur during summer.

The input parameters that are most used by CART in the construction of the classification tree
(either to define the splits/branching structure) or as surrogates to the primary variables in this
regard are highlighted in the table. These include two-days-ago PM, s for Winston-Salem,
surface temperature, and 850 mb temperature. Surface wind speed is also somewhat important.
The upper-level wind speeds appear to vary directly with PM, but are of lesser importance in the
construction of the CART tree.

4.6.3. Characteristics of High PM, s Events

The categorical summary table provides a general overview of how average conditions vary
across (and potentially lead to) different PM, s concentration levels for the Richmond area.
Within the high PM, s categories, there are other key differences among the parameters that
result in different types of high PM, s events. We have used the CART results to examine these
differences.

Only certain of the CART bins are frequently associated with PM, s concentrations that are in
the USG range or Category 3. Of these, we identified the bins with the most number of days as
key bins. Table 4-12 considers the input parameter values for the key USG bins. For Richmond
there is only one key bin and it contains all of the seven USG days.

Table 4-12. Summary of Mean Air Quality and Meteorological Parameters
for Key USG CART Classification Bins: Richmond

Bin 27
Number of days 7
PM2s Parameters
24-hour PMz; for Richmond (pgm-3) 46.1
Two-days-ago 24-hour PM2; for Richmond (ugm3) 253
Two-days-ago 24-hour PMzs for Washington, D.C. (ugm3) 812
Two-days-ago 24-hour PMzs for Winston-Salem (pgm-3) 27.5
Surface Meteorological Parameters
Maximum surface temperature (°C) 8.8
Minimum surface temperature (°C) 23.2
Surface relative humidity (%) 63.6
Surface wind speed (ms?) 18
Surface wind direction (degrees) 171
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Bin 27

Number of six hour periods with precipitation (range is 1 to 4) 0.1
Upper-Air Meteorological Parameters (Dulles Airport)
850 mb temperature (AM) (°C) 18.8
850 mb temperature (PM) (°C) 13.6
Temperature gradient (850 mb to surface; AM) (°C) 3.0
Temperature gradient (900 mb to surface; AM) (°C) 2.1
Temperature gradient (950 mb to surface; AM) (°C) 36
24-hour difference in 700 mb geopotential height (m) -184
Yesterday's 700 mb wind speed (PM) (ms) 45
Yesterday's 850 mb wind speed (PM) (ms) 5.1
850 mb wind speed (AM) (ms-) 5.2
850 mb wind speed (PM) (ms1) 6.7
Yesterday's 700 mb wind direction (PM) (degrees) 815
Yesterday's 850 mb wind direction (PM) (degrees) 270
850 mb wind direction (AM) (degrees) 815
850 mb wind direction (PM) (degrees) 210
Estimated cloud cover (range of 1 to 3) 1.7

3

Seasonal indicator (1 = winter, 2 = transitional, 3 = summer)

Since the seven USG days are all contained in Bin 27, the characteristics of this bin are
identical to those for the Category 3 days, as discussed above

Next we examine the conditions associated with each high PM day.

Data retrieval for the Richmond area was high for the period 1999-2002, and only seven USG
days occurred during this period. The specific dates, including the observed PM, s concentration
(ugm™), are listed in Table 4-13.
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Table 4-13. USG days for Richmond: 1999-2002

Date Day of Week CART bin PMz2s (ugm3) USG Day for Other Areas?

July 6, 1999 Tuesday 27 48.5

August 8, 2001 Wednesday 27 51.5 Roanoke, Baltimore, Washington

August 9, 2001 Thursday 27 415 Baltimore, Washington, Philadelphia,
Wilmington

July 2, 2002 Tuesday 27 41.6 Baltimore, Washington, Philadelphia,
Newark

July 3, 2002 Wednesday 27 50.5 Baltimore, Washington, Philadelphia,
Newark

July 18, 2002 Thursday 27 46.2 Baltimore, Washington, Charlotte,
Newark

August 13, 2002 Tuesday 27 42.2 Baltimore, Washington, Wilmington,
Philadelphia

All of the USG days for the Richmond area occurred during the summer months, with observed
concentrations in the middle of the range for the USG category. Except for the July 6, 1999
period, the meteorological conditions in the MARAMA region were widespread and persistent
enough to cause high PM concentrations throughout the entire domain on the USG days
measured in the Richmond area.

For July 6, 1999, the weather in the Richmond area was influenced by a broad, relatively flat
upper-level ridge, and by a surface high-pressure system centered over Mississippi. Winds aloft
were weak and southwesterly while surface winds were light and variable. The low temperature
for the day at Richmond was 75, while the high was 98. Hazy skies and limited visibility were
reported in the early morning hours and no precipitation occurred in the area on this day.

For the August 8-9, 2001 period, the Richmond area and the State of Virginia were influenced
by a broad upper-level ridge centered over the central U.S., and a weak surface high-pressure
system over Georgia. Surface winds throughout the day were calm with upper-level winds very
light and southerly. The low temperatures on these two days in Richmond were in the low 70’s,
while the highs were in the upper 90’s, with no precipitation reported in the area on either of
these days. August 8, 2001 was also a USG day for the Roanoke area, so conditions conducive
to the buildup of PM were pervasive across the state.

As noted above, the July 1-4, 2002 period exhibited high PM conducive conditions throughout
the MARAMA region, with USG days measured from the Richmond area and at all sites north
during this multi-day episode. Conditions are discussed in an earlier section.

The July 18-19, 2002 period exhibited severe, PM conducive conditions during which USG
days were measured throughout the MARAMA region. The region was under the influence of a
broad summertime upper-level ridging pattern that was transitioning to weak zonal flow. A
surface high-pressure system centered over Georgia resulted in stagnant winds, high
temperatures, and mostly clear, hazy skies throughout the region. High temperatures were in
the mid-90s, while lows were measured in the low 70’s. Hazy skies and limited visibility were
reported in the Richmond area during this period.
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This review of the meteorological conditions indicates the high PM concentration occur when the
region is under the influence of a high-pressure system; conditions near the surface are
characterized by high temperatures and low wind speeds. These conditions are consistent with
categorical and CART-based average conditions for the USG days. CART primarily uses surface
temperature, 850 mb temperature, and surface wind speed to represent these conditions. CART
also picks up on the regional-scale build up or PM as a precursor of USG days.

4.7. Factors Influencing PM,s Concentrations for
Washington, D.C.

The area-wide maximum PM, s for the Washington area was defined for this study as the
maximum value over all of the sites listed as the local Washington sites in Table 2-1.

4.7.1. Summary of Observed PM, s Data (1999-2002)

Eleven FRM monitors, plus two additional monitors used to fill in missing data points for their
respective collocated monitors, determined the area maximum for Washington DC. Of the days
examined, 2.5% are USG, and these are spread over all seasons, with half occurring in
summer, winter and fall each taking about a quarter, and one lone high PM day appearing in the
spring. Figure 4-11 visualizes this distribution, and also shows closely matched quantities of
good and moderate days in the winter, a prevalence of good days in the spring, mostly
moderate days in the summer, and mostly good days in the fall. The profile of 90" percentile
concentrations shown in Figure 4-12 is triple-peaked as for some of the other areas, with the
highest values in June and July, followed by January, August, and October, and the lowest
values in March and September.

Figure 4-11. Distribution of 1999-2002 Days by Season and Severity: Washington
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Figure 4-12. 90" Percentile Concentrations by Month (1999-2002): Washington
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4.7.2. Meteorological Factors Influencing PM,s Concentrations

The meteorological conditions associated with the different ranges of PM, s concentration and
specifically the highest PM days for the Washington, D.C. area are discussed in this subsection.

Wind Patterns Associated with High PM2s

Plots comparing the frequency of wind directions and speeds for all days and for low, moderate,
and high PM, s days for the Washington area are presented in Appendix A. The wind
information in these plots is for the Dulles Airport (Sterling, VA) upper-air monitoring site. The
plots use the same format and contain the same information as for the other areas (described
earlier in this section).

The wind roses for Washington (Figures A-9 and A-10) are based on the Dulles Airport
sounding data. The upper-level winds are predominately southwesterly to northwesterly for the
low PM days, at the time of the morning sounding and west-southwesterly to northerly at the
time of the evening sounding. For both sounding times, wind back slightly for the moderate PM
days, with a shift to dominant southwesterly winds in the morning and westerly winds in the
evening. For the highest PM days, wind speeds are much lower than for the other PM
concentration levels and the wind directions are southwesterly, westerly, and northwesterly on
the various days.

Categorical Summaries

A comparison of the meteorological characteristics for different ranges of PM, s concentration in
Table 4-14 provides a basis for further distinguishing days within the different categories based
on the values of meteorological parameters. In preparing this table, we used the comprehensive
meteorological and PM dataset compiled for the CART application. Key meteorological
parameters, as used by CART to construct the classification tree, are shaded in this table so
that we can focus on the differences in these key parameters as well the differences found
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throughout the dataset. Categories 1 to 3 represent the standard three ranges of 24-hour PM, 5
concentration: <15.5, 15.5-40.5, and >40.5 ugm'3.

Table 4-14. Summary of Mean Air Quality and Meteorological Parameters
for Each CART Classification Category: Washington, D.C.

Category 1 Category 2 Category 3

PM2s Parameters

24-hour PMz; for Washington (pgm-3) 10.5 23.0 48.1
Two-days-ago maximum 24-hour PM2s for Washington, Baltimore, and Gettysburg (pgm-3) 16.1 19.3 26.5
Two-days-ago 24-hour PM2; for Richmond (ugm3) 13.0 15.7 20.9
Surface Meteorological Parameters

Maximum surface temperature (°C) 17.1 218 26.2
Minimum surface temperature (°C) 8.5 12.4 16.8
Surface relative humidity (%) 61.4 68.8 67.6
Surface wind speed (ms?) 3.7 2.6 2.1
Surface wind direction (degrees) 308 235 249
Number of six hour periods with precipitation (range is 1 to 4) 0.3 0.2 0.1

Upper-Air Meteorological Parameters (Dulles Airport)

850 mb temperature (AM) (°C) 3.7 9.1 13.9
850 mb temperature (PM) (°C) 4.3 9.9 15.4
Temperature gradient (850 mb to surface; AM) (°C) -3.3 0.7 -1.8
Temperature gradient (900 mb to surface; AM) (°C) -1.1 2.2 2.4
-0.3 30 39
24-hour difference in 700 mb geopotential height (m) -3.0 1.0 0.1
Yesterday's 700 mb wind speed (PM) (ms1) 15.2 119 7.8
Yesterday's 850 mb wind speed (PM) (ms1) 115 8.4 6.1
850 mb wind speed (AM) (ms?) 11.7 8.9 5.9
850 mb wind speed (PM) (ms1) 10.6 9.2 7.4
Yesterday's 700 mb wind direction (PM) (degrees) 285 282 297
Yesterday's 850 mb wind direction (PM) (degrees) 281 276 273
850 mb wind direction (AM) (degrees) 301 277 283
850 mb wind direction (PM) (degrees) 290 266 288
Estimated cloud cover (range of 1 to 3) 18 19 1.6
Seasonal indicator (1 = winter, 2 = transitional, 3 = summer) 2 2 2
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Table 4-14 summarizes how average conditions vary across (and potentially lead to) different
PM, s concentration levels for Charlotte. A column-by-column comparison of the values reveals
some possible relationships between PM, s and several of the air quality and meteorological
parameters.

High PM,s in the Washington area is associated with relatively high PM, s two-days prior—both
in the Washington area and in Richmond. Thus, a regional day-to-day build up of PM,s is
indicated for high PM, s days. Note, however, that neither of the prior-day PM parameters are of
high importance to CART.

The surface meteorological parameters indicate a correlation between higher PM; 5
concentrations and higher temperatures (primarily reflecting seasonal differences), lower
surface wind speeds, and less precipitation. Surface wind directions tend toward southwesterly
for the higher ranges of PM, s, compared to northwesterly for the lowest range. Relative
humidity is, on average, slightly higher with higher PM.

The upper-air meteorological parameters (based here on the Dulles Airport sounding) indicate
that higher PM, s concentrations occur with higher 850 mb temperatures. There is also a
tendency for more stable (positive) lapse rates to be associated with higher PM, s days. This is
especially true for the 900 and 950 mb temperature differences. The difference in geopotential
height does not vary regularly across the categories.

Considering the upper-air wind parameters, lower wind speeds aloft characterize the higher PM
days. There is no well defined tendency with regard to wind direction aloft, and, on average,
westerly winds prevail.

Finally, the cloud cover is less for higher PM, but there and the season parameter does not vary
across the three categories.

The input parameters that are most used by CART in the construction of the classification tree
(either to define the splits/branching structure) or as surrogates to the primary variables in this
regard are highlighted in the table. These include surface temperature, relative humidity, 850
mb temperature, relative humidity, and 950 to surface temperature difference. All of these are
also well correlated (directionally) with the PM, s concentration for the analysis day.

4.7.3. Characteristics of High PM,s Events

The categorical summary table provides a general overview of how average conditions vary
across (and potentially lead to) different PM, s concentration levels for the Washington, D.C.
area. Within the high PM, s categories, there are other key differences among the parameters
that result in different types of high PM, s events. We have used the CART results to examine
these differences.

Only certain of the CART bins are frequently associated with PM, s concentrations that are in
the USG range or Category 3. Of these, we identified the bins with the most number of days as
key bins. Table 4-15 considers the input parameter values for the key USG bins. For
Washington, four bins contain 66 percent of the USG days.
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Table 4-15. Summary of Mean Air Quality and Meteorological Parameters
for Key USG CART Classification Bins: Washington, D.C.

Bin 34 Bin 11 Bin 19 Bin 37

Number of days 12 4 4 3
PM2s Parameters

24-hour PM2s for Washington (pugm-3) 48.1 48.3 50.7 474
Two-days-agomaximum 24-hour PM2 for Washington, Baltimore,

and Gettysburg (jugm-3) 28.0 14.9 29.7 38.1
Two-days-ago 24-hour PMzs for Richmond (pgm-3) 219 13.6 21.6 204
Surface Meteorological Parameters

Maximum surface temperature (°C) 33.3 5.0 27.5 33.7
Minimum surface temperature (°C) 232 -1.8 18.5 23.7
Surface relative humidity (%) 61.1 772 75.6 66.8
Surface wind speed (ms?) 2.7 1.2 2.1 3.3
Surface wind direction (degrees) 259 45 225 225
Number of six hour periods with precipitation (range is 1 to 4) 0.0 0.3 0.0 0.3
Upper-Air Meteorological Parameters (Dulles Airport)

850 mb temperature (AM) (°C) 17.2 -1.0 14.7 17.3
850 mb temperature (PM) (°C) 19.1 29 14.7 18.8
Temperature gradient (850 mb to surface; AM) (°C) 2.5 34 -3.7 -5.4
Temperature gradient (900 mb to surface; AM) (°C) 2.1 3.7 2.2 -14
Temperature gradient (950 mb to surface; AM) (°C) 4.0 3.2 3.7 0.3
24-hour difference in 700 mb geopotential height (m) -0.5 -5.8 -3.2 -26.8
Yesterday's 700 mb wind speed (PM) (ms1) 7.9 10.9 35 8.1
Yesterday's 850 mb wind speed (PM) (ms1) 6.0 6.4 55 55
850 mb wind speed (AM) (ms?) 5.1 7.0 5.3 12.1
850 mb wind speed (PM) (ms) 6.7 10.8 8.0 6.5
Yesterday's 700 mb wind direction (PM) (degrees) 315 270 315 243
Yesterday's 850 mb wind direction (PM) (degrees) 301 288 225 207
850 mb wind direction (AM) (degrees) 306 243 243 315
850 mb wind direction (PM) (degrees) 286 270 270 333
Estimated cloud cover (range of 1 to 3) 15 15 2.0 2.0
Seasonal indicator (1 = winter, 2 = transitional, 3 = summer) 3 1 2 3

While many of the characteristics are similar for the exceedance bins, there are some differences.
These provide insight into the factors influencing the high PM days within each bin.
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Days within Bins 34 and 19 have similar values for previous day PM concentration, whereas Bin
11 days have much lower values, on average, and Bin 37 days have much higher values, on
average, in the local Washington area than days within the other bins. Thus these bins are
characterized by regional-scale build up of PM (Bins 34 and 19), rapid build up of PM (Bin 11),
and persistent high values in the local area (Bin 37). From the temperatures, as well as from the
seasonal index, the bins represent different times of the year—with Bin 11 for winter days, Bin
19 for transitional season days, and Bins 34 and 37 for summer days.

In addition to the lowest temperatures and prior-day PM values, the days within Bin 11 are
characterized by the lowest surface wind speeds and the deepest stable layers. Surface wind
directions from the northeast are also unique to this bin.

Bin 19 is comprised primarily of transitional season days and these days have the second
lowest wind speeds, on average, but otherwise conditions that tend to be intermediate to the
other bins.

The two bins comprised mostly of summer days have slightly higher surface wind speeds, on
average, and lower relative humidity, than the other two bins. They differ from one another in
the stability characteristics such that days within Bin 37 are much less stable. Days within this
bin also show decreasing heights and high wind speeds aloft during the morning hours,
compared to days within Bin 34. Thus, there appear to be two different summertime regimes
with different synoptic characteristics.

Next, we examine the conditions associated with each day or episode.

Data retrieval and availability for the Washington area were high for the period 1999-2002, and
thirty five orange days occurred during this period. Of all the areas of interest in the MARAMA
region, the Washington area experienced the largest number of USG days during this period.
The specific dates, including the observed PM, s concentration (ugm™), are listed in Table 4-16.

Table 4-16. USG days for Washington, D.C.: 1999-2002

Date Day of Week CART bin PMzs (Lgm-3) USG Day for Other Areas?
July 22, 1999 Thursday 37 56.3
September 27, 1999 Monday 19 67.0
January 1, 2000 Saturday 26 46.0 Charlotte
June 10, 2000 Saturday 34 42.1 Baltimore, Philadelphia, Newark
June 23, 2000 Friday 26 41.7
July 1, 2000 Saturday 23 47.0
July 9, 2000 Sunday 34 41.2
October 16, 2000 Monday 12 40.5
October 26, 2000 Thursday 17 50.3 Baltimore
October 27, 2000 Friday 19 44.3
November 8, 2000 Wednesday 12 47.0 Baltimore
November 9, 2000 Thursday 22 42.1
January 8, 2001 Monday 11 48.2
January 13, 2001 Saturday 11 494 Baltimore
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Date Day of Week CART bin PM2s (Lgm-3) USG Day for Other Areas?

January 18, 2001 Thursday 11 40.6

January 23, 2001 Tuesday 11 54.9 Baltimore, Wilmington, Philadelphia

January 24, 2001 Wednesday 10 49.4 Baltimore, Wilmington, Philadelphia

May 4, 2001 Friday 19 41.0 Baltimore

June 13, 2001 Wednesday 26 46.1 Baltimore

June 29, 2001 Friday 19 50.5 Baltimore, Wilmington, Philadelphia

August 6, 2001 Monday 37 43.8 Baltimore, Wilmington, Philadelphia,
Newark

August 7, 2001 Tuesday 34 44.8

August 8, 2001 Wednesday 34 48.7 Roanoke, Baltimore, Richmond,
Wilmington

August 9, 2001 Thursday 34 50.5 Baltimore, Richmond, Roanoke,
Wilmington, Philadelphia

November 16, 2001 Friday 12 45.2

June 25, 2002 Tuesday 34 56.1 Baltimore, Wilmington

July 2, 2002 Tuesday 34 55.5 Baltimore, Richmond, Wilmington,
Philadelphia, Newark

July 3, 2002 Wednesday 34 49.7 Baltimore, Richmond, Wilmington,
Philadelphia

July 4, 2002 Thursday 30 50.1

July 7, 2002 Sunday 34 43.6

July 8, 2002 Monday 34 49.5

July 9, 2002 Tuesday 37 42.0 Philadelphia

July 18, 2002 Thursday 34 52.2 Baltimore, Richmond, Charlotte,
Wilmington, Newark

July 19, 2002 Friday 34 43.1 Baltimore

August 13, 2002 Tuesday 31 47.8 Baltimore, Richmond, Wilmington,
Philadelphia

For the Washington area, the greatest number of USG days occurs in the summer months, but
overall the days are distributed among all quarters of the year. The observed concentration
levels on the USG days fall into the low to mid-range for the category, with the exception of the
67 ugm measured on September 27, 1999, which actually falls into the red category. Given the
number of orange days for the Washington area, rather than discuss each orange day
individually, the discussion will include groups of days by season, or specific multi-day episodes.

For the USG days measured during the summer months, the Washington area experiences
similar meteorological conditions that lead to high PM concentrations: light winds, high
temperatures, limited mixing, high humidity, and high solar radiation. Important features that
influence regional PM formation are the location and strength of the upper level ridges that
affect the regional wind, temperature, stability fields, as well as the cloud and precipitation
fields, which are important influences on solar radiation and its role in the photochemistry of
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PM formation. Another important aspect is the location and strength of the surface high-
pressure system and the resulting influence on surface winds, temperatures, cloud cover,
humidity, precipitation, and local dispersion characteristics. On many of the observed summer
USG days for the Washington area, the upper-level ridge is located directly over the area or is
very weak, reflecting typical summer conditions in the upper atmosphere. With an upper-level
ridge in this position, the temperatures aloft increase and the wind speeds decrease, leading
to a buildup of PM over multiple days. On many of these days, skies are relatively clear (hazy)
and precipitation is also suppressed in the area, which allows for further buildup of PM. The
August 6-9, 2001 and the July 1-4, 2002 periods exhibited multiple USG days throughout the
region and are good examples of widespread, persistent summertime conditions that lead to
high PM in the area.

As noted above, observed USG days for the Washington area occur in every quarter of the
year. The summer months experience the highest PM concentrations in the MARAMA region (a
large portion of this being sulfate) because of the enhancement in sulfate formation due to
photochemistry and the availability of moisture compared to drier wintertime conditions.

The wintertime conditions for observed USG days in the Washington area, such as those that
occurred during January 2000 and 2001 indicate a number of features are important in
influencing the buildup of PM concentrations. The locations of the upper-level ridges (and
troughs) that migrate across the area in the winter months influence the strength of the surface
features. During January 2001, for example, the Washington area (and the entire East Coast)
was under the influence of a cold air mass from Canada. This air mass was associated with a
subsidence aloft, and a strong surface high-pressure system, which resulted in inversions
throughout the area that limited dispersion and allowed PM concentrations to build up over the
area. These conditions persisted until the upper level features moved across the area, bringing
unsettled weather, precipitation, and other conditions not conducive to a build up of PM. The
January 23-24, 2001 period is a good example of widespread, persistent wintertime conditions
leading to high observed PM at multiple sites throughout the region.

During the spring and fall months of the year, regional weather patterns that limit wind speeds
and dispersion occur in the Washington area and, on occasion, are enough to result in high PM
concentrations that fall into the USG category.

This review of the meteorological conditions indicates the high PM concentrations occur under a
variety of synoptic situations, and that these vary by season. Interestingly, the CART-based
classification strongly replicates this and most days within the key high PM bins correspond to
the same seasonal periods.

The results for this area are a good example of how very different conditions can lead to high
PM concentrations. In this case, the categorical summaries should not be used to guide the
forecasting, and instead the bin by bin characteristics must be considered.
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4.8.Factors Influencing PM,5 Concentrations for Baltimore, MD

The area-wide maximum PM, s for the Baltimore area was defined for this study as the
maximum value over all of the sites listed as the local Baltimore sites in Table 2-1.

4.8.1. Summary of Observed PM, s Data (1999-2002)

The Baltimore-area daily maximum PM2.5 variable was defined as the maximum over fourteen
FRM sites in Anne Arundel and Harford Counties as well as the city of Baltimore. Data from two
additional FRM monitors were also used whenever data were missing from their collocated
monitors in the primary set of fourteen. Figure 4-13 shows how days of different PM severity are
distributed over the seasons. Although USG days appear in all seasons, they most often occur in
the summer, when most days are moderate or worse. Overall, three percent of the days are USG
and about half of these occur in summertime, and another quarter in winter. Figure 4-14 shows
the fine mass concentrations at the 90™ percentile for each month. The summer months are high,
as one would expect, but the highest 90" percentile value actually occurs in January.

Figure 4-13. Distribution of 1999-2002 Days by Season and Severity: Baltimore
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Figure 4-14. 90" Percentile Concentrations by Month (1999-2002): Baltimore
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4.8.2. Meteorological Factors Influencing PM,s Concentrations

The meteorological conditions associated with the different ranges of PM, s concentration and
specifically the highest PM days for the Baltimore area are discussed in this subsection.

Wind Patterns Associated with High PM2s

Plots comparing the frequency of wind directions and speeds for all days and for low, moderate,
and high PM, s days for the Baltimore area are presented in Appendix A. The wind information in
these plots is for the Dulles Airport (Sterling, VA) upper-air monitoring site. The plots use the same
format and contain the same information as for the other areas (described earlier in this section).

The wind roses for Baltimore (Figures A-11 and A-12) are based on the Dulles Airport sounding
data. The upper-level winds are predominately westerly to northwesterly for the low PM days, at
the time of both the morning and evening soundings, but there are some days with
southwesterly winds during the evening hours in this category. For both sounding times, wind
directions, on average, back to a more southwesterly direction for the moderate PM days, with
lower wind speeds than for the lower PM days. For the highest PM days, wind speeds are much
lower than for the other PM concentration levels and the wind directions are west-southwesterly
to northwesterly at the time of the morning sounding and southerly to northwesterly at the time
of the evening sounding.

Categorical Summaries

A comparison of the meteorological characteristics for different ranges of PM, s concentration in
Table 4-17 provides a basis for further distinguishing days within the different categories based
on the values of meteorological parameters. In preparing this table, we used the comprehensive
meteorological and PM dataset compiled for the CART application. Key meteorological
parameters, as used by CART to construct the classification tree, are shaded in this table so
that we can focus on the differences in these key parameters as well the differences found
throughout the dataset. Categories 1 to 3 represent the standard three ranges of 24-hour PM, 5
concentration: <15.5, 15.5-40.5, and >40.5 ugm'a.
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Table 4-17. Summary of Mean Air Quality and Meteorological Parameters
for Each CART Classification Category: Baltimore

Category 1 Category 2 Category 3

PM2s Parameters

24-hour PM2 for Baltimore (ugm3) 10.5 23.2 49.2
Two-days-ago maximum 24-hour PM2s for Washington, Baltimore, and Gettysburg (ugm3)  17.1 18.9 26.5
Two-days-ago 24-hour PMzs for Richmond (pugm-3) 13.6 155 19.4
Surface Meteorological Parameters

Maximum surface temperature (°C) 16.8 21.7 24.1
Minimum surface temperature (°C) 7.0 10.3 12.9
Surface relative humidity (%) 64.1 704 69.9
Surface wind speed (ms?) 3.0 1.9 1.7
Surface wind direction (degrees) 278 218 202
Number of six hour periods with precipitation (range is 1 to 4) 0.3 0.2 0.1

Upper-Air Meteorological Parameters (Dulles Airport)

850 mb temperature (AM) (°C) 4.1 9.3 13.4
850 mb temperature (PM) (°C) 4.7 10.2 14.3
Temperature gradient (850 mb to surface; AM) (°C) -3.5 -0.7 -0.3
Temperature gradient (900 mb to surface; AM) (°C) -1.2 2.2 3.1
Temperature gradient (950 mb to surface; AM) (°C) -0.3 31 3.8
24-hour difference in 700 mb geopotential height (m) 5.1 19 -1.8
Yesterday's 700 mb wind speed (PM) (ms1) 15.4 119 8.5
Yesterday's 850 mb wind speed (PM) (ms1) 11.4 8.3 6.5
850 mb wind speed (AM) (ms?) 11.1 8.6 6.6
850 mb wind speed (PM) (ms?) 10.5 9.0 7.8
Yesterday's 700 mb wind direction (PM) (degrees) 282 282 295
Yesterday's 850 mb wind direction (PM) (degrees) 279 276 267
850 mb wind direction (AM) (degrees) 296 275 289
850 mb wind direction (PM) (degrees) 292 266 262
Estimated cloud cover (range of 1 to 3) 19 1.9 17
Seasonal indicator (1 = winter, 2 = transitional, 3 = summer) 2 2 2

Table 4-17 provides a general overview of how average conditions vary across (and potentially
lead to) different PM, s concentration levels for Baltimore. A column-by-column comparison of the
values reveals some clear tendencies in several of the air quality and meteorological parameters.
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High PM, 5 in the Baltimore area is clearly associated with relatively high PM, s two-days prior—
in the Baltimore-Washington area and to a lesser extent the Richmond area. Thus, a regional
day-to-day build up of PM, s is indicated for high PM, s days.

The surface meteorological parameters indicate a correlation between higher PM; s
concentrations and higher temperatures (primarily reflecting seasonal differences), lower
surface wind speeds, and less precipitation. Surface wind directions tend toward southerly (from
westerly) for the higher ranges of PM, 5. Relative humidity is slightly higher, on average, for the
higher PM categories.

The upper-air meteorological parameters (based here on the Dulles Airport sounding) indicate
that higher PM, s concentrations occur with higher 850 mb temperatures. There is also a
tendency for more stable (positive) lapse rates to be associated with higher PM, s days. This is
especially true for the 900 and 950 mb temperature differences.

Lower wind speeds aloft also distinguish the higher PM, s concentration days. There is no
pronounced difference in average wind direction among the categories.

Finally, the cloud cover and season parameters do not vary much across the three categories.

The input parameters that are most used by CART in the construction of the classification tree
(either to define the splits/branching structure) or as surrogates to the primary variables in this
regard are highlighted in the table. These include two-days-ago PM; s for the Baltimore-
Washington area, surface temperature, surface wind speed, 850 mb temperature, the 900 to
surface temperature difference, and 850 mb wind speed at the time of the morning sounding. All
of these vary regularly with PM, s concentration for the analysis day.

4.8.3. Characteristics of High PM, s Events

The categorical summary table provides a general overview of how average conditions vary across
(and potentially lead to) different PM, s concentration levels for the Baltimore area. Within the high
PM, 5 categories, there are other key differences among the parameters that result in different types
of high PM, 5 events. We have used the CART results to examine these differences.

Only certain of the CART bins are frequently associated with PM, s concentrations that are in
the USG range or Category 3. Of these, we identified the bins with the most number of days as
key bins. Table 4-18 considers the input parameter values for the key USG bins. For Baltimore
there are four key bins and these contain 77 percent of the USG days.

Table 4-18. Summary of Mean Air Quality and Meteorological Parameters
for Key USG CART Classification Bins: Baltimore

Bin29 Bin16 Bin34 Bin18

Number of days 13 4 4 3

PM2s Parameters

24-hour PM2s for Baltimore (pugm3) 490 496 533 510
Two-days-ago maximum 24-hour PMzs for Washington, Baltimore, and Gettysburg (ugm3) 32.7  22.7 19.6 18.9
Two-days-ago 24-hour PMzs for Richmond (pgm-3) 218 175 15.3 16.4
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Bin29 Bin16 Bin34 Bin18

Surface Meteorological Parameters

Maximum surface temperature (°C) 34.1 5.0 329 17.2
Minimum surface temperature (°C) 21.2 16 219 9.6
Surface relative humidity (%) 631 763 73.6 83.9
Surface wind speed (ms?) 1.8 0.4 17 2.1
Surface wind direction (degrees) 230 45 225 90

Number of six hour periods with precipitation (range is 1 to 4) 0.0 0.0 0.3 0.0

Upper-Air Meteorological Parameters (Dulles Airport)

850 mb temperature (AM) (°C) 18.5 1.9 17.8 11.9
850 mb temperature (PM) (°C) 18.2 3.3 18.1 12.9
Temperature gradient (850 mb to surface; AM) (°C) 16 113 2.7 0.7
Temperature gradient (900 mb to surface; AM) (°C) 36 118 0.3 15
Temperature gradient (950 mb to surface; AM) (°C) 54 8.0 2.0 29
24-hour difference in 700 mb geopotential height (m) 31 123 245 162
Yesterday's 700 mb wind speed (PM) (ms) 5.3 73 139 12.3
Yesterday's 850 mb wind speed (PM) (ms) 49 6.2 6.0 10.6
850 mb wind speed (AM) (ms) 45 9.1 6.0 74
850 mb wind speed (PM) (ms) 51 7.8 11.7 9.6
Yesterday's 700 mb wind direction (PM) (degrees) 321 270 297 270
Yesterday's 850 mb wind direction (PM) (degrees) 270 288 270 243
850 mb wind direction (AM) (degrees) 306 270 270 297
850 mb wind direction (PM) (degrees) 279 252 270 243
Estimated cloud cover (range of 1 to 3) 1.7 1.3 1.8 2.0
Seasonal indicator (1 = winter, 2 = transitional, 3 = summer) 3 1 3 2

While many of the characteristics are similar for the high PM bins, there are some differences.
These provide insight into the factors influencing the concentration that characterize each bin.

Days within Bin 29 are characterized by the highest two-days-ago day PM concentrations,
whereas days within the other three key bins have lower and more consistent values, both for
the Baltimore-Washington and Richmond areas. From the temperatures, as well as from the
seasonal index, the bins represent different times of the year—with Bin 16 for winter days, Bin
18 for transitional season days, and Bins 29 and 34 for summer days.

In addition to the lowest temperatures, the days within Bin 16 are characterized by very stable
temperature differences that are much larger than for the other key bins. The stable layer is also
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deeper for this bin and extends through the 850 mb level. Days within this bin have the lowest
wind speeds overall, with an average that is nearly zero. Surface wind directions from the
northeast are also unique to this bin.

Bin 18 is comprised primarily of transitional season days. Wind speeds tend to be higher, on
average, than for the other bins, both near the surface and aloft. The change in geopotential
height is most positive for days within this bin. Surface wind directions are, on average, from the
east, which is unique to this bin. Cloud cover is the greatest over all key bins.

The two bins comprised mostly of summer days have higher temperatures and intermediate
surface wind speeds when compared to the other key bins. Days within these bins also exhibit
southwesterly surface wind directions. Relative humidity is higher for Bin 34. The bins also differ
from one another in the stability characteristics such that days within Bin 34 are less stable.
Days within this bin also show decreasing heights and high wind speeds aloft during the
morning hours, compared to days within Bin 29. Thus, there appear to be two different
summertime regimes with different synoptic characteristics.

Next, we examine the conditions associated with each day or episode.

Data retrieval and availability for the Baltimore area were relatively high (although not as high as
for Washington) for the period 1999-2002, and 31 USG days occurred during this period,
resulting in the second largest number of orange days during this period in the MARAMA region.
The specific dates, including the observed PM, s concentration (ug/m?), are as follows:

Table 4-19. USG Days for Baltimore: 1999-2002

Date Day of Week CART bin PMzs (Lgm-3) USG Day for Other Areas?
June 2, 2000 Friday 34 43.3 Bristol
June 11, 2000 Sunday 29 42.0 Washington, Bristol
October 26, 2000 Thursday 18 534 Washington
November 8, 2000 Wednesday 13 41.3 Washington
December 16, 2000 Saturday 15 504
January 12, 2001 Friday 3 414
January 13, 2001 Saturday 16 53.6 Washington
January 14, 2001 Sunday 16 455
January 23, 2001 Tuesday 16 56.7 Washington, Wilmington, Philadelphia
January 24, 2001 Wednesday 5 43.2 Washington, Wilmington, Philadelphia
January 25, 2001 Thursday 12 63.7
April 7, 2001 Saturday 18 52.5
April 10, 2001 Tuesday 18 47.1
May 3, 2001 Thursday 29 40.9
May 4, 2001 Friday 29 43.8 Washington
June 12, 2001 Tuesday 28 40.6 Washington
June 28, 2001 Thursday 29 42.9 Wilmington, Philadelphia
June 29, 2001 Friday 29 62.1 Washington, Wilmington, Philadelphia
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Date Day of Week CART bin PM2s (Lgm-3) USG Day for Other Areas?

August 5, 2001 Sunday 29 51.3

August 6, 2001 Monday 29 45.1 Washington, Wilmington, Newark

August 8, 2001 Wednesday 29 46.7 Washington, Richmond, Roanoke,
Wilmington

August 9, 2001 Thursday 29 534 Washington, Richmond, Wilmington,
Philadelphia

June 25, 2002 Tuesday 34 59.6 Washington

July 2, 2002 Tuesday 29 54.1 Washington, Richmond, Wilmington,
Philadelphia, Newark

July 3, 2002 Wednesday 29 50.7 Washington, Richmond, Wilmington,
Philadelphia

July 18, 2002 Thursday 29 50.5 Washington, Richmond, Charlotte,
Wilmington, Newark

July 19, 2002 Friday 34 46.3 Washington, Richmond

August 13, 2002 Tuesday 29 52.7 Washington, Richmond

August 24, 2002 Saturday 34 64.2

October 4, 2002 Friday 26 41.8

December 10, 2002 Tuesday 16 42.7

The high PM days in the Baltimore area during this period are distributed more evenly across
the seasons than for Washington. Although high PM occurs more often in the summer months,
high PM days occurred during all quarters of the year. Due to their proximity, the Baltimore and
Washington areas encounter very similar weather conditions leading to high PM concentrations
throughout the year. The January 23—24, 2001 wintertime conditions leading to high PM in
Washington also caused high PM in the Baltimore area, extending to Wilmington and
Philadelphia as well.

A rather severe summertime episode occurred during the period August 5-9, 2001. This
episode was dominated by a large upper-level ridge extending over the entire U.S. with a strong
surface high-pressure system centered over the mid-Atlantic states. This pattern persisted for
several days. High temperatures were in the upper 80’s at the beginning of the period to near
100 at the end of the period. Winds at the upper levels were light and westerly, while surface
winds were light and variable. Skies were reported hazy during this period with partly cloudy
conditions and little precipitation. The combination of persistent stagnant conditions led to a
regional buildup of PM throughout the MARAMA region with USG days reported at seven of the
nine areas of interest during one or more days of this episode.

The results for this area are another example of how different conditions can lead to high PM
concentrations. CART effective separates into different types of high PM events that share
seasonal characteristics and then separates them further into bins based on other differences in
the parameters. The is not just one pathway to high PM,s. In this case, the categorical
summaries should not be used to guide the forecasting, and instead the bin by bin
characteristics must be considered.
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4.9. Factors Influencing PM,s Concentrations for
Philadelphia, PA

The area-wide maximum PM, s for the Philadelphia area was defined for this study as the
maximum value over all of the sites listed as the local Philadelphia sites in Table 2-1.

4.9.1. Summary of Observed PM, s Data (1999-2002)

Five FRM monitors in the greater Philadelphia area determine the area-wide maximum PM; 5
concentrations. Two percent of the days with available data were USG, and as Figure 4-15
shows, most of these days, as usual, appeared in the summer, although six days, or one-third
the summer total, appeared in winter. Unlike the other areas, good and moderate summer days
are closely matched in quantity, and good days are in the minority in winter. Figure 4-16 shows
the 90™ percentile concentrations, which are highest in June but about equal in January and
July, which share the second-highest rank.

Figure 4-15. Distribution of 1999-2002 Days by Season and Severity: Philadelphia
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Figure 4-16. 90" Percentile Concentrations by Month (1999-2002): Philadelphia
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4.9.2. Meteorological Factors Influencing PM,s Concentrations

The meteorological conditions associated with the different ranges of PM, s concentration and
specifically the highest PM days for the Philadelphia area are discussed in this subsection.

Wind Patterns Associated with High PM2s

Plots comparing the frequency of wind directions and speeds for all days and for low, moderate, and
high PM, 5 days for the Philadelphia area are presented in Appendix A. The wind information in
these plots is for the Dulles Airport (Sterling, VA) upper-air monitoring site. The plots use the same
format and contain the same information as for the other areas (described earlier in this section).

The wind roses for Philadelphia (Figures A-13 and A-14) are based on the Dulles Airport
sounding data. The upper-level winds are predominately westerly to northwesterly for the low
PM days, at the time of both the morning and evening soundings. Northwesterly winds
characterize the greatest number of days. For both sounding times, wind directions, on average,
back to a more southwesterly direction for the moderate PM days, with lower wind speeds than
for the lower PM days. For the highest PM days, wind speeds are much lower than for the other
PM concentration levels and the wind directions range from southwesterly to northwesterly;
wind predominantly westerly wind directions at the time of the morning sounding and
predominantly southwesterly wind directions at the time of the evening sounding.

Categorical Summaries

A comparison of the meteorological characteristics for different ranges of PM, s concentration in
Table 4-20 provides a basis for further distinguishing days within the different categories based
on the values of meteorological parameters. In preparing this table, we used the comprehensive
meteorological and PM dataset compiled for the CART application. Key meteorological
parameters, as used by CART to construct the classification tree, are shaded in this table so
that we can focus on the differences in these key parameters as well the differences found
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throughout the dataset. Categories 1 to 3 represent the standard three ranges of 24-hour PM, 5
concentration: <15.5, 15.5-40.5, and >40.5 ugm'a.

Table 4-20. Summary of Mean Air Quality and Meteorological Parameters

for Each CART Classification Category: Philadelphia

Category 1 Category 2 Category 3

PM2s Parameters

24-hour PM2s for Philadelphia (ugm) 9.8 229 46.8
Two-days-ago maximum 24-hour PMzs for Camden and New Castle (pgm-3) 15.5 17.5 26.7
Two-days-ago 24-hour PM2s for Washington, Baltimore, and Gettysburg (ugm=s)  16.9 18.6 30.2
Surface Meteorological Parameters

Maximum surface temperature (°C) 17.2 19.4 26.7
Minimum surface temperature (°C) 8.9 9.9 15.5
Surface relative humidity (%) 62.8 69.7 68.8
Surface wind speed (ms?) 3.9 3.0 2.8
Surface wind direction (degrees) 274 188 191
Number of six hour periods with precipitation (range is 1 to 4) 0.3 0.2 0.1
Upper-Air Meteorological Parameters (Dulles Airport)

850 mb temperature (AM) (°C) 4.9 7.9 14.1
850 mb temperature (PM) (°C) 5.6 8.7 14.7
Temperature gradient (850 mb to surface; AM) (°C) -34 04 0.3
Temperature gradient (900 mb to surface; AM) (°C) -1.2 2.6 4.1
Temperature gradient (950 mb to surface; AM) (°C) -0.3 3.4 55
24-hour difference in 700 mb geopotential height (m) -1.3 -15 -18.7
Yesterday's 700 mb wind speed (PM) (ms2) 14.6 12.4 7.7
Yesterday's 850 mb wind speed (PM) (ms2) 11.0 8.8 6.1
850 mb wind speed (AM) (ms?) 109 9.7 6.9
850 mb wind speed (PM) (ms?) 10.2 9.8 7.6
Yesterday's 700 mb wind direction (PM) (degrees) 244 242 263
Yesterday's 850 mb wind direction (PM) (degrees) 245 224 227
850 mb wind direction (AM) (degrees) 256 234 232
850 mb wind direction (PM) (degrees) 248 222 215
Estimated cloud cover (range of 1 to 3) 19 1.8 1.6
Seasonal indicator (1 = winter, 2 = transitional, 3 = summer) 2 2 2
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Table 4-20 provides an overview of how average conditions vary across (and potentially lead to)
different PM, s concentration levels for Philadelphia.

High PM, s in the Philadelphia area is associated with relatively high PM, s two-days prior—in
both the Philadelphia (Camden-Wilmington) and Baltimore-Washington areas. Thus, a regional
day-to-day build up of PM; 5 is indicated for high PM, s days.

The surface meteorological parameters indicate a correlation between higher PM; s
concentrations and higher temperatures (primarily reflecting seasonal differences) and less
precipitation. Surface wind directions tend toward southerly for the higher ranges of PM; s,
compared to westerly for the lowest range of concentration. There is no clear tendency for
relative humidity and surface wind speed.

The upper-air meteorological parameters (based here on the Dulles Airport sounding) indicate that
higher PM, 5 concentrations occur with higher 850 mb temperatures and more stable (positive)
lapse rates. The difference in geopotential height is much more negative for the higher PM days.

Considering the upper-air wind data, the higher PM days are characterized by lower wind
speeds aloft. Winds aloft are, on average, southwesterly, for all three categories.

High PM is associated with slightly less cloud cover; overall, the season parameters do not
distinguish the categories at this most general level.

The input parameters that are most used by CART in the construction of the classification tree
(either to define the splits/branching structure) or as surrogates to the primary variables in this
regard are highlighted in the table. These include two-days-ago for the Camden-New Castle
area, surface temperature, 850 mb temperature, and 900 to surface temperature difference. All
of these are also well correlated with the PM, s concentration for the analysis day.

4.9.3. Characteristics of High PM,s Events

The categorical summary table provides a general overview of how average conditions vary
across (and potentially lead to) different 8-hour ozone concentration levels for the Philadelphia
area. Within the high PM, s categories, there are other key differences among the parameters
that result in different types of high PM, s events. We have used the CART results to examine
these differences.

Only certain of the CART bins are frequently associated with PM, 5 concentrations that are in
the USG range or Category 3. Of these, we identified the bins with the most number of days as
key bins. Table 4-21 considers the input parameter values for the key USG bins. For
Philadelphia, there are two key bins containing 17 and 7, respectively, of the 28 USG days.

Table 4-21. Summary of Mean Air Quality and Meteorological Parameters
for Key USG CART Classification Bins: Philadelphia.

Bin34 Bin26
Number of days 17 7
PM2s Parameters
24-hour PM2 for Philadelphia (pugms3) 46.2 47.3
Two-days-ago maximum 24-hour PMzs for Camden and New Castle (pgm-) 30.9 20.0
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Bin34 Bin26
Two-days-ago 24-hour PM2s for Washington, Baltimore, and Gettysburg (pgm-3) 339 26.7
Surface Meteorological Parameters
Maximum surface temperature (°C) 35.0 12.5
Minimum surface temperature (°C) 23.9 0.8
Surface relative humidity (%) 65.1 77.0
Surface wind speed (ms?) 35 13
Surface wind direction (degrees) 184 214
Number of six hour periods with precipitation (range is 1 to 4) 0.2 0.0
Upper-Air Meteorological Parameters (Dulles Airport)
850 mb temperature (AM) (°C) 18.4 7.1
850 mb temperature (PM) (°C) 19.1 7.1
Temperature gradient (850 mb to surface; AM) (°C) -3.3 8.3
Temperature gradient (900 mb to surface; AM) (°C) 1.0 10.7
Temperature gradient (950 mb to surface; AM) (°C) 3.2 10.2
24-hour difference in 700 mb geopotential height (m) -14.1 -24.8
Yesterday's 700 mb wind speed (PM) (ms1) 6.7 8.4
Yesterday's 850 mb wind speed (PM) (ms-) 5.6 6.6
850 mb wind speed (AM) (ms1) 5.7 9.9
850 mb wind speed (PM) (ms1) 6.6 10.7
Yesterday's 700 mb wind direction (PM) (degrees) 260 270
Yesterday's 850 mb wind direction (PM) (degrees) 238 217
850 mb wind direction (AM) (degrees) 232 214
850 mb wind direction (PM) (degrees) 221 189
Estimated cloud cover (range of 1 to 3) 1.8 11
Seasonal indicator (1 = winter, 2 = transitional, 3 = summer) 3 1

The two key high PM bins represent winter and summer types of PM events.

Days within Bin 26 (containing a majority of winter time days) are associated with lower two-
days-ago PM concentrations, yet higher concentrations, on average, on the analysis days,
compared to days within Bin 34 (the summertime bin). Temperatures and surface wind speeds
are much lower for days within Bin 26. The days within this bin are also distinguished by very
stable lapse rates and a deep stable layer. Wind speeds aloft are greater for Bin 26 than for Bin
34, as expected during wintertime synoptic conditions.
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4. Factors Influencing PM2.5 Concentrations

Data retrieval and availability for the Philadelphia area were high for the period 1999-2002, and
28 USG days occurred during this period. The specific dates, including the observed PM, 5
concentration (ugm™), are listed in Table 4-22.

Table 4-22. USG Days for Philadelphia: 1999-2002

Date Day of Week CART bin PM2s (Lgm-3) USG Day for Other Areas?

July 19, 1999 Monday 34 50.5 Wilmington

July 24, 1999 Saturday 34 46.9 Wilmington

July 31, 1999 Saturday 34 42.3 Wilmington

October 30, 1999 Saturday 26 41.8

February 4, 2000 Friday 2 49.2

February 10, 2000 Thursday 26 48.9 Wilmington

February 11, 2000 Friday 26 48.0

March 9, 2000 Thursday 26 41.7

June 10, 2000 Saturday 34 415 Washington, Newark

June 11, 2000 Sunday 34 44.6 Wilmington, Baltimore, Bristol, Newark

January 14, 2001 Sunday 26 455

January 23, 2001 Tuesday 26 52.9 Baltimore, Washington, Wilmington

January 24, 2001 Wednesday 15 41.9 Baltimore, Washington, Wilmington

May 4, 2001 Friday 30 46.2 Baltimore, Washington

June 28, 2001 Thursday 34 42.9 Wilmington

June 29, 2001 Friday 34 49.2 Baltimore, Washington, Wilmington

June 30, 2001 Saturday 34 51.8 Wilmington, Newark

August 6, 2001 Monday 34 46.5 Baltimore, Washington, Wilmington,
Newark

August 9, 2001 Thursday 34 504 Baltimore, Washington, Richmond,
Wilmington

August 10, 2001 Friday 34 41.2

November 18, 2001 Sunday 26 52.1

June 9, 2002 Sunday 13 57.2

July 2, 2002 Tuesday 34 42.8 Baltimore, Washington, Wilmington,
Richmond

July 3, 2002 Wednesday 34 454 Baltimore, Washington, Richmond,
Wilmington

July 9, 2002 Tuesday 34 44.0 Washington

July 18, 2002 Thursday 34 46.3 Baltimore, Washington, Richmond,
Charlotte, Wilmington, Newark

July 19, 2002 Friday 34 58.5 Baltimore, Washington, Wilmington,
Newark

August 13, 2002 Tuesday 34 40.9 Baltimore, Washington, Richmond,
Wilmington
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4. Factors Influencing PM2.5 Concentrations

High PM concentrations were measured during all quarters at the Philadelphia sites with the
maximum number of high days occurring during the summer months and the minimum number
of high PM days occurring during the first quarter of the year. The Philadelphia area also
measured high PM concentrations during the wintertime episode of January 23—-24, 2001, and
the summertime episodes discussed above: August 6-9, 2001, July 1-4, 2002, and July 18-19,
2002. Another widespread but short-term event occurred on August 13, 2002. During this
period, a moderately strong upper-level ridge centered over the eastern states resulted in very
light southwesterly winds aloft, and a moderately strong surface high-pressure system centered
over Virginia. Minimum temperatures in the Philadelphia area were in the low 70’s, while
maximum temperatures were in the upper 90’s. Hazy skies and fog were reported in the early
morning hours at multiple sites throughout the region. These conditions led to high
concentrations at sites extending from Richmond to Philadelphia. A USG day was observed in
the Newark area on August 14. Meteorological conditions changed in the region on August 15,
in advance of an approaching cold front, resulting in lower measured PM concentrations
throughout the region.

This review of the meteorological conditions indicates that high PM concentrations occur under
a variety of synoptic situations, but in general (and as indicated by the CART results) the
majority of summertime events are associated with regional-scale build up and transport of PM,
while the wintertime events seem to be driven by local meteorological conditions and can be
isolated, depending upon the geographical extent of the PM conducive meteorological
conditions. CART quite clearly distinguishes the winter- and summertime events and places a
majority of these into two key bins. Other high PM days are placed in other high PM bins. CART
thus appears to be able to distinguish and group the USG days quite effectively. Because of
these differences, the categorical summaries should not be used to guide the forecasting, and
instead the bin by bin characteristics must be considered.

4.10. Factors Influencing PM, s Concentrations for
Wilmington, DE

The area-wide maximum PM, s for the Wilmington area was defined for this study as the
maximum value over all of the sites listed as the local Wilmington sites in Table 2-1.

4.10.1. Summary of Observed PM, s Data (1999-2002)

New Castle County in Delaware and Cecil County in Maryland provide data for Wilmington from
six FRM monitors, plus three additional collocated monitors, each used as a back-up for the
other monitor at its site. Two percent of these days are USG, with 19 occurring in the summer,
six in the winter and one in the spring, as shown in Figure 4-17. Both summer and winter have
fewer good than moderate days; Figure 4-18 shows peak monthly 90™ percentile values in June
and January, and the lowest concentrations in March and September.
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4. Factors Influencing PM2.5 Concentrations

Figure 4-17. Distribution of 1999-2002 Days by Season and Severity: Wilmington
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Figure 4-18. 90" Percentile Concentrations by Month (1999-2002): Wilmington
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4.10.2. Meteorological Factors Influencing PM, s Concentrations

The meteorological conditions associated with the different ranges of PM, s concentration and
specifically the highest PM days for the Wilmington area are discussed in this subsection.

Wind Patterns Associated with High PM2

Plots comparing the frequency of wind directions and speeds for all days and for low, moderate,
and high PM, s days for the Wilmington area are presented in Appendix A. The wind information in
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4. Factors Influencing PM2.5 Concentrations

these plots is for the Dulles Airport (Sterling, VA) upper-air monitoring site. The plots use the same
format and contain the same information as for the other areas (described earlier in this section).

The wind roses for Wilmington (Figures A-15 and A-16) are based on the Dulles Airport
sounding data. The upper-level winds are predominately westerly to northwesterly for the low
PM days at the time of the morning sounding, and southwesterly to northwesterly winds at the
time of the evening sounding. For both sounding times, wind directions, on average, back to a
more southwesterly direction for the moderate PM days, with lower wind speeds than for the
lower PM days. For the highest PM days, wind speeds are much lower than for the other PM
concentration levels and the wind directions generally range from southwesterly to
northwesterly; at the time of the evening sounding many different directions are represented.

Categorical Summaries

A comparison of the meteorological characteristics for different ranges of PM, s concentration in
Table 4-23 provides a basis for further distinguishing days within the different categories based
on the values of meteorological parameters. In preparing this table, we used the comprehensive
meteorological and PM dataset compiled for the CART application. Key meteorological
parameters, as used by CART to construct the classification tree, are shaded in this table so
that we can focus on the differences in these key parameters as well the differences found
throughout the dataset. Categories 1 to 3 represent the standard three ranges of 24-hour PM;5
concentration: <15.5, 15.5-40.5, and >40.5 pgm'3.

Table 4-23. Summary of Mean Air Quality and Meteorological Parameters
for Each CART Classification Category: Wilmington

Category 1 Category 2 Category 3

PM2s Parameters

24-hour PM2s for Wilmington (pgm-3) 10.3 229 474
Two-days-ago 24-hour PMzs for New Castle (pgm-3) 15.2 17.1 215
Two-days-ago maximum 24-hour PM2s for Washington, Baltimore, and

Gettysburg (ugm-3) 17.0 18.8 27.1
Surface Meteorological Parameters

Maximum surface temperature (°C) 17.0 19.2 26.5
Minimum surface temperature (°C) 8.0 9.3 16.0
Surface relative humidity (%) 65.7 69.8 70.1
Surface wind speed (ms?) 3.7 2.6 2.1
Surface wind direction (degrees) 276 186 184
Number of six hour periods with precipitation (range is 1 to 4) 0.3 0.2 0.0

Upper-Air Meteorological Parameters (Dulles Airport)

850 mb temperature (AM) (°C) 53 7.8 15.3
850 mb temperature (PM) (°C) 6.0 8.8 15.5
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Category 1 Category 2 Category 3

Temperature gradient (850 mb to surface; AM) (°C) -3.3 -0.8 -1.8
Temperature gradient (900 mb to surface; AM) (°C) -1.1 2.3 19
Temperature gradient (950 mb to surface; AM) (°C) -0.3 3.2 3.9
24-hour difference in 700 mb geopotential height (m) -14 -0.6 -17.3
Yesterday's 700 mb wind speed (PM) (ms-1) 14.2 12.7 6.8
Yesterday's 850 mb wind speed (PM) (ms-1) 10.5 9.0 6.1
850 mb wind speed (AM) (ms) 10.6 9.6 5.8
850 mb wind speed (PM) (ms) 10.1 9.6 6.9
Yesterday's 700 mb wind direction (PM) (degrees) 242 245 277
Yesterday's 850 mb wind direction (PM) (degrees) 242 229 257
850 mb wind direction (AM) (degrees) 253 237 247
850 mb wind direction (PM) (degrees) 246 227 243
Estimated cloud cover (range of 1 to 3) 19 1.8 17
Seasonal indicator (1 = winter, 2 = transitional, 3 = summer) 2 2 3

Table 4-23 provides an overview of how average conditions vary across (and potentially lead to)
different PM, s concentration levels for Wilmington. The results for Wilmington are very similar to
those for Philadelphia.

High PM, s in the Wilmington area is associated with relatively high PM, s two-days prior—in
both Wilmington and the Baltimore-Washington area. Thus, a regional day-to-day build up of
PM, s is indicated for high PM, s days.

The surface meteorological parameters indicate a correlation between higher PM; 5
concentrations and higher temperatures (primarily reflecting seasonal differences) and less
precipitation. Surface wind directions tend toward southerly for the higher ranges of PM; s,
compared to westerly for the lowest range of concentration. There is no clear tendency for
relative humidity and surface wind speed.

The upper-air meteorological parameters (based on the Dulles Airport sounding) indicate that
higher PM, s concentrations occur with higher 850 mb temperatures and generally more stable
(positive) lapse rates. The difference in geopotential height is much more negative for the higher
PM days.

Considering the upper-air wind data, the higher PM days are characterized by lower wind
speeds aloft. Winds aloft are, on average, southwesterly, for all three categories.

High PM is associated with slightly less cloud cover and tends to occur during the summer.

The input parameters that are most used by CART in the construction of the classification tree
(either to define the splits/branching structure) or as surrogates to the primary variables in this
regard are highlighted in the table. These include surface temperature, surface wind speed, 850
mb temperature, and 950 to surface temperature difference. All of these are also well correlated
with the PM, s concentration for the analysis day.
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4. Factors Influencing PM2.5 Concentrations

4.10.3. Characteristics of High PM,s Events

The categorical summary table provides a general overview of how average conditions vary
across (and potentially lead to) different PM, s concentration levels for the Wilmington area.
Within the high PM, s categories, there are other key differences among the parameters that
result in different types of high PM, s events. We have used the CART results to examine these

differences.

Only certain of the CART bins are frequently associated with PM, 5 concentrations that are in
the USG range or Category 3. Of these, we identified the bins with the most number of days as
key bins. Table 4-24 considers the input parameter values for the key USG bins. For Wilmington
there are two key bins that contain 15 and 5, respectively, of the 26 USG days.
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4. Factors Influencing PM2.5 Concentrations

Table 4-24. Summary of Mean Air Quality and Meteorological Parameters

for Key USG CART Classification Bins: Wilmington

Bin 29 Bin 2
Number of days 15 5
PMzs Parameters
24-hour PM2s for Wilmington (pgm-3) 48.3 48.3
Two-days-ago 24-hour PMzs for New Castle (ugms3) 23.6 15.3
Two-days-ago maximum 24-hour PM2s for Washington, Baltimore, and Gettysburg (ugm3)  32.7 14.2
Surface Meteorological Parameters
Maximum surface temperature (°C) 339 4.5
Minimum surface temperature (°C) 23.0 5.2
Surface relative humidity (%) 64.2 81.2
Surface wind speed (ms?) 2.7 0.6
Surface wind direction (degrees) 190 270
Number of six hour periods with precipitation (range is 1 to 4) 0.0 0.0
Upper-Air Meteorological Parameters (Dulles Airport)
850 mb temperature (AM) (°C) 18.1 -0.9
850 mb temperature (PM) (°C) 18.9 0.1
Temperature gradient (850 mb to surface; AM) (°C) -3.4 6.2
Temperature gradient (900 mb to surface; AM) (°C) 1.0 74
Temperature gradient (950 mb to surface; AM) (°C) 31 8.4
24-hour difference in 700 mb geopotential height (m) -20.8 -36.2
Yesterday's 700 mb wind speed (PM) (ms1) 5.7 8.8
Yesterday's 850 mb wind speed (PM) (ms1) 5.3 7.3
850 mb wind speed (AM) (ms) 55 8.2
850 mb wind speed (PM) (ms?) 6.8 9.1
Yesterday's 700 mb wind direction (PM) (degrees) 275 270
Yesterday's 850 mb wind direction (PM) (degrees) 252 270
850 mb wind direction (AM) (degrees) 248 270
850 mb wind direction (PM) (degrees) 246 252
Estimated cloud cover (range of 1 to 3) 17 15
Seasonal indicator (1 = winter, 2 = transitional, 3 = summer) 3 1
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4. Factors Influencing PM2.5 Concentrations

The two key high PM bins represent winter and summer types of PM events.

Days within Bin 2 (containing a majority of winter time days) are associated with lower two-days-
ago PM concentrations, yet similar concentrations, on average, on the analysis days, compared
to days within Bin 29 (the summer time bin). Temperatures and surface wind speeds are much
lower for days within Bin 2. Surface wind directions are also different for the two bins and are
westerly for Bin 2 (winter) and southerly for Bin 29 (summer). The days within Bin 2 are also
distinguished by more stable lapse rates and a deeper stable layer, than days within Bin 29—
typical of wintertime conditions. Wind speeds aloft are greater for Bin 2 than for Bin 29, as
expected during wintertime synoptic conditions.

Next we explore, the conditions associated with the USG events.

Data retrieval and availability for the Wilmington area were high for the period 1999-2002, and
26 USG days occurred during this period. The specific dates, including the observed PM; s
concentration (ugm™>), are presented in Table 4-25.

Table 4-25. USG Days for Wilmington: 1999-2002

Date Day of Week CART bin PM2s (ugm3) USG Day for Other Areas?

June 7, 1999 Monday 29 40.9

June 8, 1999 Tuesday 29 455

July 19, 1999 Monday 29 46.0

July 24, 1999 Saturday 29 44.7

July 31, 1999 Saturday 36 439

January 1, 2000 Saturday 2 42.6 Charlotte, Washington

February 4, 2000 Friday 2 45.2

February 10, 2000 Thursday 2 534

June 11, 2000 Sunday 29 43.5 Baltimore, Bristol, Philadelphia,
Newark,

January 13, 2001 Saturday 2 40.8

January 23, 2001 Tuesday 2 59.6 Baltimore, Washington

January 24, 2001 Wednesday 4 58.5 Baltimore, Washington

May 19, 2001 Saturday 10 40.9

June 14, 2001 Thursday 15 414 Newark

June 28, 2001 Thursday 29 41.9 Philadelphia

June 29, 2001 Friday 29 51.8 Baltimore, Washington, Philadelphia

June 30, 2001 Saturday 29 44.6 Newark, Philadelphia

August 6, 2001 Monday 29 44.9 Baltimore, Washington, Philadelphia,
Newark

August 8, 2001 Wednesday 29 50.0 Baltimore, Washington, Richmond,
Roanoke

August 9, 2001 Thursday 29 531 Baltimore, Washington, Richmond,

Roanoke, Philadelphia
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Date Day of Week CART bin PM2s (Lgm-3) USG Day for Other Areas?

June 25, 2002 Tuesday 34 42.1 Baltimore, Washington, Philadelphia,
Newark

July 2, 2002 Tuesday 29 57.8 Baltimore, Washington, Richmond,
Philadelphia, Newark

July 3, 2002 Wednesday 29 46.1 Baltimore, Washington, Richmond,
Philadelphia

July 18, 2002 Thursday 29 56.0 Baltimore, Washington, Richmond,
Charlotte, Newark

July 19, 2002 Friday 29 57.6 Baltimore, Washington, Newark,
Philadelphia, Wilmington

August 13, 2002 Tuesday 34 40.6 Baltimore, Washington, Richmond,
Philadelphia

For the Wilmington area, the majority of high PM days were measured during the summer
months, and no USG days occurred in the fourth quarter of the year (October-December). Due
to its proximity to the Washington, Baltimore, and Philadelphia areas, the Wilmington area
experiences similar meteorological conditions that lead to high PM concentrations. As noted
above, the Wilmington area experienced multiple USG days during the January 23—-24, 2001
wintertime episode, and during the widespread summertime episode periods of August 5-9,
2001 and July 1-4, 2002.

Another widespread episode that occurred in the MARAMA region was the July 17-19, 2002
period. Similar to the other summertime episodes, a strong upper-level ridge was centered over
the Midwest during this period, with a surface high-pressure system centered over Georgia.
Upper-level winds were light and southwesterly, while surface winds were light and variable.
Maximum temperatures were in the upper 90’s, while minimum temperatures were in the low
70’s. Hazy skies and limited visibility were reported during the morning hours throughout the
region. The meteorological conditions of this episode are very similar to those of the July 1-4,
2002 period. High PM was measured at six of the nine areas of interest, from Charlotte to the
south extending to Newark to the north.

This review of the meteorological conditions indicates that high PM concentrations occur under
a variety of synoptic situations. As for Philadelphia, CART distinguishes the winter- and
summertime events and places a majority of these into two key bins. Other high PM days are
placed in other high PM bins. CART thus appears to be able to distinguish and group the USG
days quite effectively. Because of these differences, the categorical summaries should not be
used to guide the forecasting, and instead the bin by bin characteristics must be considered.

4.11. Factors Influencing PM,s Concentrations for Newark, NJ

The area-wide maximum PM, s for the Newark/Elizabeth area was defined for this study as the
maximum value over all of the sites listed as the local Newark sites in Table 2-1.

4.11.1. Summary of Observed PM, s Data (1999-2002)

The data for Newark come from ten FRM monitors in three New Jersey counties in the Newark
MSA: Essex, Middlesex, and Union. Two additional monitors are collocated with two others and
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only used if data from the primary monitors are missing. Only 2.5 percent of these days are
USG, all but three occur in the summer months. Figure 4-19 shows the distribution of days by
season and severity. Winter has almost as many moderate days as good, though only one very
high USG day; fall and spring have mostly good days. Figure 4-20 shows the 90" percentile
concentrations by month, with the highest occurring in June and August, but second highest in
October, followed by July, followed closely by January.

Figure 4-19. Distribution of 1999-2002 Days by Season and Severity: Newark
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4.11.2. Meteorological Factors Influencing PM, s Concentrations

The meteorological conditions associated with the different ranges of PM, s concentration and
specifically the highest PM days for the Newark area are discussed in this subsection.

Wind Patterns Associated with High PM2

Plots comparing the frequency of wind directions and speeds for all days and for low, moderate, and
high PM, s days for the Newark area are presented in Appendix A. The wind information in these
plots is for the Brookhaven (Long Island, NY) upper-air monitoring site. The plots use the same
format and contain the same information as for the other areas (described earlier in this section).

The wind roses for Newark (Figures A-17 and A-18) are based on the Brookhaven sounding
data. The upper-level winds are predominately west-southwesterly to northerly for the low PM
days at the time of both the morning and evening soundings, northwesterly winds characterize
the greatest number of days for the evening hour. For both sounding times, wind directions, on
average, back to a more southwesterly direction for the moderate PM days, with lower wind
speeds than for the lower PM days. The range in wind direction is southwesterly to
northwesterly, and the greatest number of days with westerly winds. For the highest PM days,
there is a further shift toward southwesterly and the predominant range in wind direction is
southwesterly to westerly. Wind speeds are lower than for the other PM concentration levels.

Categorical Summaries

A comparison of the meteorological characteristics for different ranges of PM, s concentration in
Table 4-26 provides a basis for further distinguishing days within the different categories based
on the values of meteorological parameters. In preparing this table, we used the comprehensive
meteorological and PM dataset compiled for the CART application. Key meteorological
parameters, as used by CART to construct the classification tree, are shaded in this table so
that we can focus on the differences in these key parameters as well the differences found
throughout the dataset. Categories 1 to 3 represent the standard three ranges of 24-hour PM;5
concentration: <15.5, 15.5-40.5, and >40.5 pgm'3.

Table 4-26. Summary of Mean Air Quality and Meteorological Parameters
for Each CART Classification Category: Newark

Category 1 Category 2 Category 3

PM2s Parameters

24-hour PM2s for Newark/Elizabeth (pgms3) 9.6 234 454
Two-days-ago 24-hour PMzs for Elizabeth (ugm3) 14.9 15.8 22.8
Two-days-ago 24-hour PM2s for Bethlehem (pgms3) 13.2 15.2 22.0
Two-days-ago maximum 24-hour PMzs for Camden and New Castle (ugm-3) 15.6 17.1 24.9

Surface Meteorological Parameters

Maximum surface temperature (°C) 18.2 222 29.9
Minimum surface temperature (°C) 10.0 12.8 19.4
Surface relative humidity (%) 59.6 67.2 67.8
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Category 1 Category 2 Category 3

Surface wind speed (ms?) 3.9 31 3.2
Surface wind direction (degrees) 268 176 169
Number of six hour periods with precipitation (range is 1 to 4) 0.2 0.2 0.2

Upper-Air Meteorological Parameters (Brookhaven)

850 mb temperature (AM) (°C) 5.0 9.0 147
850 mb temperature (PM) (°C) 583 10.1 16.5
Temperature gradient (850 mb to surface; AM) (°C) -4.4 2.5 -3.9
Temperature gradient (900 mb to surface; AM) (°C) 2.1 0.5 0.7
Temperature gradient (950 mb to surface; AM) (°C) -1.2 1.7 25
24-hour difference in 700 mb geopotential height (m) -0.3 4.1 11
Yesterday's 700 mb wind speed (PM) (ms1) 14.3 12.7 10.8
Yesterday's 850 mb wind speed (PM) (ms1) 111 9.3 7.9
850 mb wind speed (AM) (ms?) 10.5 9.6 8.4
850 mb wind speed (PM) (ms?) 10.2 10.3 10.0
Yesterday's 700 mb wind direction (PM) (degrees) 238 248 264
Yesterday's 850 mb wind direction (PM) (degrees) 252 243 250
850 mb wind direction (AM) (degrees) 257 228 236
850 mb wind direction (PM) (degrees) 260 237 204
Estimated cloud cover (range of 1 to 3) 1.8 1.9 1.6
Seasonal indicator (1 = winter, 2 = transitional, 3 = summer) 2 2 3

Table 4-26 provides an overview of how average conditions for each classification category for
Newark.

High PM, s in the Newark area is associated with relatively high PM, 5 two-days prior—in the
Newark-Elizabeth area, as well as in the Camden-New Castle area and in Bethlehem, PA.
Thus, a regional day-to-day build up of PM;5 is indicated for high PM, s days.

The surface meteorological parameters indicate a correlation between higher PM; 5
concentrations and higher temperatures (primarily reflecting seasonal differences), lower
surface wind speeds, and higher relative humidity. Surface wind directions tend toward
southerly, compared to westerly for the lowest PM range. There is no clear tendency with
respect to wind speed or precipitation.

The upper-air meteorological parameters (based here on the Brookhaven, NY sounding)
indicate that higher PM, s concentrations occur with higher 850 mb temperatures. There is also
some tendency for more stable (positive) lapse rates to be associated with higher PM, 5 days.
This is especially true for the 900 and 950 mb temperature differences.
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Considering the upper-air winds, wind speeds are slightly lower aloft (especially for the analysis
day); wind directions are similar for all three categories and, on average, southwesterly.

Finally, the cloud cover is less for the high PM days, the majority of which tend to occur, based
on the season index, during the summer months.

The input parameters that are most used by CART in the construction of the classification tree
(either to define the splits/branching structure) or as surrogates to the primary variables in this
regard are highlighted in the table. These include surface temperature, relative humidity, 850
mb temperature, and 900 to surface temperature difference. All of these are also correlated with
the PM; s concentration for the analysis day. Newark is one of the few area for which relative
humidity is a key CART parameter and varies regularly among the categories (increasing with
increasing PM concentration).

4.11.3. Characteristics of High PM, s Events

The categorical summary table provides a general overview of how average conditions vary
across (and potentially lead to) different 8-hour ozone concentration levels for the Newark area.
Within the high PM, s categories, there are other key differences among the parameters that
result in different types of high PM, s events. We have used the CART results to examine these
differences.

Only certain of the CART bins are frequently associated with PM, s concentrations that are in
the USG range or Category 3. Of these, we identified the bins with the most number of days as
key bins. Table 4-27 considers the input parameter values for the key USG bins. For Newark
there are two key bins and these contain 89 percent of the USG days.

Table 4-27. Summary of Mean Air Quality and Meteorological Parameters
for Key USG CART Classification Bins: Newark

Bin 34 Bin 13

Number of days 13 3
PM2s Parameters

24-hour PM2s for Newark/Elizabeth (pugm-3) 43.0 46.9
Two-days-ago 24-hour PMzs for Elizabeth (ugms3) 21.8 22.8
Two-days-ago 24-hour PMzs for Bethlehem (pgms) 22.8 18.1
Two-days-ago maximum 24-hour PMzs for Camden and New Castle (pgm-) 274 17.5

Surface Meteorological Parameters

Maximum surface temperature (°C) 34.4 19.4
Minimum surface temperature (°C) 22.8 115
Surface relative humidity (%) 61.9 82.6
Surface wind speed (ms?) 4.1 0.4
Surface wind direction (degrees) 175 0
Number of six hour periods with precipitation (range is 1 to 4) 0.2 0.0
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Bin 34 Bin 13

Upper-Air Meteorological Parameters (Brookhaven)

850 mb temperature (AM) (°C) 17.0 9.4
850 mb temperature (PM) (°C) 18.8 10.1
Temperature gradient (850 mb to surface; AM) (°C) 5.2 -1.8
Temperature gradient (900 mb to surface; AM) (°C) 0.2 1.3
Temperature gradient (950 mb to surface; AM) (°C) 2.0 2.7
24-hour difference in 700 mb geopotential height (m) 31 0.0
Yesterday's 700 mb wind speed (PM) (ms) 10.4 9.9
Yesterday's 850 mb wind speed (PM) (ms1) 8.7 6.7
850 mb wind speed (AM) (ms1) 94 4.1
850 mb wind speed (PM) (ms1) 9.9 7.9
Yesterday's 700 mb wind direction (PM) (degrees) 270 180
Yesterday's 850 mb wind direction (PM) (degrees) 264 207
850 mb wind direction (AM) (degrees) 252 207
850 mb wind direction (PM) (degrees) 212 180
Estimated cloud cover (range of 1 to 3) 1.6 1.7
Seasonal indicator (1 = winter, 2 = transitional, 3 = summer) 3 2

The two key high PM bins represent transitional period and summer of PM events.

Days within Bin 3 (containing a majority of transitional period days) are associated with lower
two-days-ago PM concentrations at the upwind sites but higher values at the local site. The PM
concentrations are also higher, on average, on the analysis days, compared to days within Bin
34 (the summertime bin). Temperatures and surface wind speeds are much lower for days
within Bin 3. Surface wind directions are also different for the two bins and are northerly for Bin
2 (winter) and southerly for Bin 29 (summer). The days within Bin 2 are also distinguished by
slightly more stable lapse rates than days within Bin 34. Wind speeds aloft are lower for Bin 3
than for Bin 34. Wind directions aloft are southerly, on average, for days in Bin 3, and westerly
to southwesterly for days within Bin 34. These differences are similar to the winter/summer
differences for the key bins for the Philadelphia and Wilmington area, but less dramatic.

Next, we examine the conditions associated with each day or episode.

Data retrieval and availability for the Newark area were moderate for the period 1999-2002, and
18 USG days occurred during this period. The specific dates, including the observed PM, 5
concentration (ugm™), are listed in Table 4-28.
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Table 4-28. USG Days for Newark: 1999-2002

Date Day of Week CART bin PMz2s (ugm3) USG day for other areas?

June 2, 2000 Friday 34 41.6

June 10, 2000 Saturday 34 45.0 Philadelphia

June 11, 2000 Sunday 34 41.6 Baltimore, Bristol, Wilmington,
Philadelphia

October 26, 2000 Thursday 13 54.6 Baltimore, Washington

October 27, 2000 Friday 30 7.7 Washington, Bristol

December 11, 2000 Monday 13 44.9

June 14, 2001 Thursday 34 434 Wilmington

June 30, 2001 Saturday 34 46.4 Wilmington, Philadelphia

August 6, 2001 Monday 34 41.0 Baltimore, Washington, Wilmington

August 10, 2001 Friday 34 424

March 15, 2002 Friday 30 40.6

June 11, 2002 Tuesday 34 42.5

June 26, 2002 Wednesday 34 42.1

July 2, 2002 Tuesday 34 41.8 Baltimore, Washington, Richmond,
Wilmington, Philadelphia

July 18, 2002 Thursday 34 434 Baltimore, Washington, Richmond,
Charlotte, Wilmington, Philadelphia

July 19, 2002 Friday 13 41.7 Baltimore, Washington, Wilmington,
Philadelphia

August 13, 2002 Tuesday 34 43.9 Baltimore, Washington, Richmond,
Wilmington

August 14, 2002 Wednesday 34 44.0

Although data retrieval for the Newark area was less than that for Philadelphia, Wilmington,
Baltimore, and Washington, a number of high PM, s events were measured during the 1999—
2002 period.

The Newark area experienced high PM concentrations during the summertime episodes
discussed above: August 6-10, 2001, July 1-4, 2002, July 17-19, 2002, and August 13-14, 2002.

Very high PM was measured during one fall episode in the MARAMA region during the period
October 24-27, 2000. During this period, the area was influenced by a moderately strong upper-
level ridge centered over the Midwest. A strong, persistent surface high-pressure system was
centered directly over the mid-Atlantic states and gradually weakened and moved
northeastward by the end of the period. Low temperatures were in the mid 50’s, with highs in
the low 70’s. Partly cloudy skies and fog were reported in the early morning hours throughout
the region. Surface winds were very light, reflecting stagnation conditions, allowing for a buildup
of PM concentrations throughout the region. In addition to the Newark area, USG level
concentrations were measured at Baltimore and Washington on October 26 and at Baltimore,
Washington, and Bristol on October 27.
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This review of the meteorological conditions indicates the high PM concentration occur under a
variety of synoptic situations, that vary according to season. There are two key USG bins for
Newark and these represent summertime and transitional-period conditions. Other high PM, s
days are placed in other high PM bins. CART thus appears to be able to distinguish and group the
USG days quite effectively. Because of these differences, the categorical summaries should not
be used to guide the forecasting, and instead the bin by bin characteristics must be considered.
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CART-based forecasting tools were developed for each of the areas of interest. The forecasting
algorithms were based on the CART binary decision trees and supporting information. Each tool
consists of an interface for the entry of observed and forecasted data and other parameters, the
forecasting algorithms and supporting calculations for one or more areas, and several options
for the display, summary, and storage/archival of the input parameters and the forecast results.

Tools were developed for each of three sets of CART results. These included a draft version of
the “operational” tools (based on the Regional 2 CART analysis), a final version of the
“operational” tools (based on the Regional 3 CART results), and a “research” version of the
tools (based on the Research CART results).

For each of the three sets of CART results, four tools were developed for: 1) Charlotte; 2)
Bristol, Roanoke, and Richmond; 3) Baltimore, Washington, Philadelphia, and Wilmington; and
4) Newark. When multiple areas are included, the user must select the forecast area and
forecasts are prepared one area at a time. The combined tools facilitate the preparation of
forecasts for multiple areas (using only one program) and also allow the upper-air data that is
input for one area to be used in preparing the forecast for another without reentry.

The forecast tools are described in this section. An evaluation of the tools using real-time and
historical data is also presented.

5.1. Description of the CART-Based Forecasting Tools

The following description of the CART-based PM, s forecasting tools includes an overview of the
concepts, input requirements, features, and output summaries.

5.1.1. Conceptual Overview

By providing detailed information about the classification of historical days into bins with different
PM, s concentration ranges based on the values of related meteorological and air quality
parameters, the CART trees provide a basis for similarly classifying future days based on the
observed and predicted values of these same parameters. Specifically, the observed data and
forecast parameters corresponding to a future day are compared with the decision points that
define the CART tree and assigned to one of the classification bins. The path taken through the
CART tree and the resulting classification is determined by the values of the observed data and
forecast parameters and the binary splits that comprise the classification tree. The forecasted
PM, s concentration is assigned the value of the CART bin into which the day is classified.

This approach to forecasting has several attributes. Compared to simple regression techniques,
the use a CART-based forecasting algorithm accommodates the possibility that different
meteorological conditions can lead to the same or similar PM, s concentrations and, most
importantly, that there may be multiple pathways to high PM,s. The parameter and parameter
values associated with the CART classification tree provide information on the relative
importance of the various air quality and meteorological parameters to the air quality conditions
as represented by the dependent variable. Thus the CART technique offers additional physical
insight into phenomena being studied. By segregating the data values into the classification
bins, CART also provides information regarding the frequency of occurrence of the conditions
associated with each classification category. In this manner, the likely recurrence rate for a
particular type of day and the associated prevalent conditions are obtained.
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Two key assumptions come into play in the use of the CART result in this way. First, we assume
that the relationships identified by CART and defined by the classification tree are physically
meaningful. Our review and quality assurance of the CART outputs helps to ensure this, but it is
important to keep in mind that CART is a statistical tool and not all of the identified statistical
relationships can be confirmed to be physically meaningful (in part due to the complex nature of
PM, s formation and transport, and in part due to the complexity of the CART results). Next we
assume that the CART application is complete with respect to representation of both the full
range of different PM, s regimes as well as the full set of input parameters needed to
characterize the different regimes. Use of a limited dataset (in this case, a three- to four-year
dataset) affects our ability to represent the range of regimes. The robustness of the input
parameters is limited by the number and type of measurements, the spatial and temporal
resolution of the “data”, and the quality of the “data” in both the historical and forecast modes.

5.1.2  Input Requirements

In discussing the input requirements, we begin with some basic information that is either
supplied by the tool or must be supplied by the forecaster. Basic forecast elements such as the
date and time at which the forecast is made “Today’s Date and Time” and the date for which the
forecast is valid “PM2.5 Forecast Valid For” are supplied automatically by the tool. The forecast
valid date is automatically set to tomorrow’s date but can be changed by the forecaster. The
user may enter his or her name “Forecaster” and for the multiple-area tools, must select an area
“Select Area.” The initial input screen for an example application for Baltimore is displayed in
Figure 5-1.

All other input parameters are described in some detail in Section 2 of this report and in more
operational terms in the next few subsections.

Figure 5-1. Initial Input Screen for the PM2.5 Forecasting Tool: Example for Baltimore
Today's Date/Time: | 9/26/04 10:38.4M
Select Area: IBaIlimnra 'l
Forecaster: W Remove

P25 Forecast Yalid for: 9/29/2004

Enter Previous 24-hour PM2.5 Concentrations

Enter Forecasted Surface Meteorological
Parameters

Enter Forecasted Upper Air Meteorological
Parameters

[”  Use Previous Upper Air Values

2 View Uncertainty Ranges

Enter Data from File |

Predict PM | Table of Results
Exit |

Abnutl
@ Systems Applications Intemational, Inc.
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PM and Other Input Parameters

The first input screen is for entry of the “Previous 24-hour PM2.5 Concentrations”. An example
of this input screen is given in Figure 5-2. These inputs must be entered by hand. The user must
provide the observed values for PM, s for each site listed, for two days prior to the forecast day.
We have also included a second column for estimated PM, s values for the day prior to the
forecast day. This information is required for the research version of the tool and is optional for
the operational version of the tool. We suggest that consideration and entry of the one-day prior
values may help with the review, interpretation and subsequent use of the CART-based forecast
results.

Figure 5-2. Example Input Screen for PM2.5 Data

W, Measured Yariables

3/28/04 10:59 &M
3/23/2004

Fill with Last Values

Cancel Entry Clear

It is important to keep in mind that the CART-based forecasting tools were developed using
PM2.5 data from FRM measurement systems—as they are expected to provide the most
consistent and accurate concentration values. However, because they are collected using
filters, FRM data are typically not available until several weeks after the sampling date. Thus,
forecasters must rely on continuous measurements of PM, s (which are available on a real time
basis) to provide information about prior day PM levels at local and upwind sites and to support
the forecasting. There are several different types of instruments used to collect continuous data,
and these do not always agree with the FRM measurements. The level of disagreement varies
from site to site, and typically from season to season (with temperature and humidity), as
discussed in some detail by Gillespie et al. (2004). The use of the real-time data from
continuous measurement systems may be different enough from the FRM data under some
circumstances to cause an erroneous forecast. For most areas, prior day PM2.5 concentrations
were important to the CART analysis and thus to the forecasts - increasing the possibility that
differences in the data types could contribute to forecast errors.

ICF Consulting/SAl 5-3 Report for MARAMA on PM2s Forecasting Tools
04-046 September 30, 2004



5. PM2.5 Forecasting Tools

In specifying the prior-day PM. s, the forecaster should consider the whether the TEOM (or other
real-time) data should be adjusted to account for differences between these data and the FRM
data (as used in the underlying CART analysis).

The user must also specify the seasonal period of the forecast day. To account for seasonal
variations in vegetative cover, there are three periods to choose from. The winter period
includes November, December, January, February, and March. The transitional period includes
April, May, September, and October. The summer period includes June, July, and August. This
is an input rather than automatically generated to allow the user to choose different periods than
appropriate for the date, for example, during transitional times or to accommodate unusual
meteorological conditions such as drought.

Surface Meteorological Parameters

The second input screen is for entry of “Forecasted Surface Meteorological Parameters”. An
example of this input screen is given in Figure 5-3. These inputs may either be entered by hand
or using the automated data entry feature, as discussed in the next section on features of the
tool. The surface meteorological inputs are listed and described in Table 2-5. Care should be
taken to specify the correct units for each parameter, as appropriate. Relative humidity (daily
average) can either be entered directly or calculated based on 3-hourly values of temperature
and dew-point temperature. Note that the typical forecast products provide the surface values at
three-hourly intervals. The expected meteorological monitoring site will appear at the top of the
screen. For Washington, D.C., surface winds from Dulles Airport (IAD) are recommended.

Figure 5-3. Example Input Screen for Surface Meteorological Data

. Predicted Surface ¥ariables
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Upper-Air Meteorological Parameters

The third input screen is for entry of “Forecasted Upper-Air Meteorological Parameters”. An
example of this input screen is given in Figure 5-4. These inputs may either be entered by hand
or using the automated data entry feature, as discussed in the next section on features of the
tool. The upper-air meteorological inputs are listed and described in Table 2-6. Care should be
taken to specify the correct units for each parameter, as appropriate. Relative humidity can
either be entered directly or calculated based on predicted values of temperature and dew-point
temperature. The expected meteorological monitoring site will appear at the top of the screen.
The entries are organized in chronological order and then by level (with increasing vertical
height) for each required variable.

Figure 5-4. Example Input Screen for Upper-Air Meteorological Data

iw. Predicted Upper Air ¥Yariables
9/28/04 1708 AM
9/29/2004

Fill with Last Yalues
Cancel Entry Clear

5.1.3. Features

Automated Data Entry

The surface and upper-air meteorological inputs can be entered by hand or can be read in from
external data files. For the MARAMA project, surface and upper-air meteorological inputs are
prepared on a daily basis by meteorologists from the Pennsylvania Department of Environmental
Protection (DEP) and posted to a MARAMA forecaster’'s web site (S. Nolan, personal
communication). There are currently three options for the obtaining the surface input parameters
from the web site. The parameters are derived from the output for three different models including
the NWS ETA model, the Global Forecast Systems (GFS) model, and the Nested Grid Model
(NGM). The upper-air parameters are currently available for the ETA model only. The parameters,
levels, and units are designed to match those required by the forecast tools.
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Other Input Related Features

For tools that contain multiple areas, the upper-air data for a given upper-air monitoring site
need not be entered twice. Instead, the user can check the box on the first form that is labeled
“Previous Upper Air Values” to use the last entered data for the assigned upper-air site.

At the bottom of each data input screen is a box labeled “Fill with Last Values.” This option
allows the user to quickly make changes to one or more of the previously entered input
parameters. This feature allows the forecaster to explore how small changes in one or more of
the input parameters affect the forecast result.

Once the data for each category have been entered the box on the first screen will change
color. When the inputs for all three categories have been provided by the user, the tool is ready
to prepare a forecast.

Forecast Probabilities

The CART-based probabilities associated with the forecast bins are reported as part of the
forecast. These characterize the probability for a day within the bin to belong to the classification
category to which that bin is assigned or to belong to another classification category. This takes
into account the number of days within the bin, weighted by the observed data distribution and
the misclassification costs.

Forecast Range

The forecasting accuracy will depend upon the accuracy of the input data and, in particular, the
meteorological forecasts. Errors or uncertainties in the meteorological forecasts will translate
into errors or uncertainties in the PM, 5 forecasts. To address the issue of uncertainty in the
meteorological input data and its effect on the PM, 5 forecast, we have included an uncertainty
feature. This feature can be selected by checking the “View Uncertainty Ranges” box on the first
form.

The uncertainty feature allows the user to run the forecast and obtain results for two alternate
forecast scenarios. For the “High” forecast, the parameters are adjusted to be generally more
conducive to higher PM, s concentrations as follows:

e Wind speeds reduced by 0.5 ms™
o Temperatures increased by 1.5°C

o Temperature differences (stability parameters) increased by 0.5°C.

For the “Low” forecast, the parameters are adjusted to be generally more conducive to higher
PM, s concentrations as follows:

e Wind speeds increased by 0.5 ms™
o Temperatures lowered by 1.5°C

o Temperature differences (stability parameters) decreased by 0.5°C.

The objective of this feature is to allow the user to assess the potential uncertainty of the
forecast due to uncertainties in the meteorological forecasts and rounding of the meteorological
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forecast data. A result matching the main prediction result indicates that small uncertainties in
the meteorological forecast will not affect the predicted PM, 5 level, but a change in either low or
high PM; s colors and bins with respect to the main prediction indicates that the prediction is
subject to uncertainty. This feature is intended to provide perspective regarding the sensitivity of
the forecast to small errors or uncertainties in the meteorological forecasts.

51.4. Outputs

Once the data are entered, select “Predict PM” to obtain a forecast for 24-hour PM, 5 for
tomorrow (using the color-based air quality index (AQI)). The inputs and results will be
presented on the screen and also summarized in a table. These tables can be used to check
the inputs and to record the inputs and outputs.

Forecast Result

A primary output of the tool is the CART bin number (the bin into which the forecast day was
placed) and the corresponding PM, s concentration range for that bin. The forecast colors and
ranges are as follows: Green (less than 15.5 ugm™), Yellow (15.5 to less than 40.5 ugm), and
Orange (greater than or equal to 40.5 ugm™). These correspond to “Good”, “Moderate”, and
“USG”, forecasts. The colors and ranges are indicated in the output. An example forecast result
in given in Figure 5-5.

The forecast also includes the probabilities associated with the bin and, if requested by the user,
the bin number and corresponding PM, s range for the high and low forecasts.

Figure 5-5. Example Forecast Result Screen

Area I B altimore

PHM2.5 Forecast Valid for: I 9/29/2004

The Cart Analysiz Heb d the Following Color
Color IYe\Iow

Which indicates that there is a probability:

Probability | g1 7 at Bin I 25

To reach PM2.5 levels in the following interval:

Interval |F‘M2.5 areater than or equal to 15.5 ug/m3 and less than 40.

For this bin the probabilities for the other colors are:

|GiEen] | 1s5x Orange [ 003

Forecast with adjusted met variables [Low)

Yellow W at Bin I?

Forecast with adjusted met variables [(High)
Yellow Ig-|_2‘>/° at Bin I 25

New Prediction | Exit
Table of Results |
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Summary of Results Table

The results table summarizes the various input parameters as well as the forecast result and
supporting information. An example summary of results table is given in Figure 5-6. In addition,
the average values for (1) all correctly classified days within the bin and (2) all days within the
bin are given in the summary table. These values are based on the historical days that were
place in that bin, and may provide some additional perspective to the forecast range. Space is
provided for the user to enter forecast notes into the summary of results table.

Figure 5-6. Example Summary of Results Table

=
(] Area Baltimore Date/Time | 9/28/04 10:38 AM |Forecast ‘I 9/29/2004 ‘IFmecasler‘I ouglas |

[24-hour PM2 5 Dbservations Discussion: 7
Festerday's [Today's | [esterdays [Todays
110010043, MoMillan RESERY | 30 40 ug/m3 [ 510870014 M &S Cur 20 20 ug/m3

[~ 245100040, 0ld Town [ 26 [30  we/m3 [Season Indicator | 2
[ 420010001, Arendtsvile |~ [15  [20  wa/m3
; Surface F
Min Temp [ 40 [F MaxTemp [72 [F [Avg Relative Humidity |68  [No 6-hour Rainfall Periods | 0
[6z [9z [12z [15z [182 [21z [0z [32 [Average [Binned
[Wind Direction Dea) | | 90.0 [90.0 [120.0 [120.0 [150.0 [150.0 [180.0 [180.0 [1400 [3

[wind Speed (Knats] 20 [20 [30 [30 [20 [20 [30 [e0 [21
FF d Upper Air ical
Today's AM [122) Actual Sounding Tomorow's AM [12Z] 24 Hour Forecast Run
Height Height Temp RH it Dir  SPD
[m) M (€] (% (Deg)  Bin (Knots]
700mb | 3000 Surface 18
S50mb [22
500 mb [22

[850 mb. [24 & [a  [2 [4
[0 mb [~3100 [en [e 3 [2°

[Today's PM [00Z) 12 Hour Forecast Run [Tomorrow's PM (002) 36 Hour Forecast Run
Height Dir Dir  SPD Height Temp RH Dir Dir  SPD
(m) [Deg) Bin  (Knots) (m) c @& [Deq) Bin  [Knots)
850 mb 120 2 [} 850 mb 24 |65 200 3 4
700mb | 3059 [120 2 6 700 mb | 3150 50 225 4 4
JEESTE [2nd Color | &  [2nd Probability | 19%

Col Vel i i
e ellow - Probability 1 81% [lbin []25 |5 otor [ 0 [3rd Probabilty | 0%
Color High Adi | Yellow [Probability High Adi | 81% | [Bin High Adi | 25
Color Low Adi | | Yellow  [Probability Low Adi | | B1% | [BinLowAdi | 25
Jowg FMZ 5 Conectly Classfiod Dags | [41.8 JAvg PM2.5 All Classficd Days | [41.8

First Record | _Previous Record | Exit | _— Print Record Delete All

Archiving the Outputs

The tabular summaries are automatically saved within the database tool for each forecast. From
the tool, the user may view the summary tables for previous forecasts, by paging through the
archive of summary tables.

Selected tabular summaries can be exported to an Excel file, by checking the “Save” box for
each table of information that is to be exported and then clicking on “Save As.” Only those
tables that are checked will be exported.

All summary tables can be deleted using the “Delete All” button. This will clear all outputs from
the tool.

5.2. Evaluation

In this section, we describe the methods and results of the evaluation of the draft version of the
operational tools that was performed to air their refinement and the subsequent development of
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the final versions of the tools. The evaluation discussed here concerns the tool’s predictive
accuracy, which depends on the CART tree itself, and not the user interface or other elements
not based on CART but also evaluated and improved throughout the project.

521 Real-time Evaluation

Meteorologists in six of the nine MARAMA areas tested the draft versions of the operational
PM, s forecasting tools during February and March of 2004. For as many days as possible, each
participant input the measured and forecasted meteorological and air quality data required by
the tool to predict the next day's PM, s level. “Good” days have maximum PM,s concentrations
less than 15.5 pgm™, “moderate” days have concentrations greater than or equal to 15.5 and
less than 40.5 pgm™, and “USG” days have concentrations of 40.5 pgm™ or above. The CART
predictions were recorded and sent to a single person, who consolidated the results for each
site and compared these to PM; s observations from continuous monitors within each area. In
this comparison, one continuous monitor was selected to represent each area: Garinger for
Charlotte, Math & Science Center for Richmond, McMillan Reservoir for Washington, D.C., Old
Town for Baltimore, Camden for Philadelphia, and MLK for Wilmington. Later, the CART
predictions were also compared to quality-assured FRM data, which is compiled some time later
than the continuous data. The data used for the evaluation are area-wide maximums over
several FRM monitors within the area, as similar as possible to the area-wide maximums used
to characterize each site during the pre-tool CART analysis. Thus this second comparison is
closest to evaluating what the CART trees were originally designed to predict. At the time of the
study, four MARAMA areas had sufficient first-quarter 2004 FRM data to undergo this second
evaluation: Baltimore, Charlotte, Richmond, and Wilmington.

Several metrics were used to compare the PM, 5 forecasting tool predictions to the observed
continuous or FRM data. A simple matrix tallied how many days observed in each PM; s
category were forecast into each level. Accuracy, false alarm rate, probability of detection,
critical success index (threat score), and bias statistics were derived from this information. The
false alarm rate equals the percent of predicted USG days that did not turn out to be USG. The
probability of detection equals the percent of observed USG days that were predicted to be
USG. The critical success index is the number of successfully predicted USG days divided by
the sum of false USG predictions and unpredicted USG days, and the bias is the ratio of
number of predicted USG days over the number of observed USG days. In practice, these last
three metrics were rarely of use since USG observations only occurred in two instances, both
for Baltimore using FRM data. Therefore the false alarm rate and accuracy were the most
informative measures, and the latter for the most part measured the tools’ ability to tease out
Good and Moderate days. A tool for the calculation of these metrics was provided by M.
Seybold from the Maryland Department of the Environment (MDE).

The metrics described above were applied to the six areas in two different ways. The first,
“strict” evaluation is a straightforward comparison of predicted and observed PM levels using
the metrics described above. The second, “fuzzy-border” evaluation represents a best-case
scenario by counting predictions as correct if the observed PM concentration fell within a
designated border zone between the observed and predicted PM levels. For example, a
Moderate prediction would be counted as correct even if the observed value is 14 pg/m?, a little
below the cut-off of 15.5 ug/m®. The border zones are defined as follows: Good and Moderate
predictions are both correct for concentrations greater than or equal to 13.5 pg/m?® and less than
or equal to 17.5 pg/m?; Moderate and USG predictions are both correct for concentrations
greater than or equal to 36.5 ug/m® and less than or equal to 44.5 pg/m°.
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Results of the “strict” and “fuzzy-border” evaluations are described below for the evaluation with
continuous PM, 5 observations and for the evaluation with FRM observations.

Real-time Evaluation Using Continuous PM Observations

Table 5-1 below provides statistics for the six sites evaluated for their ability to predict PM; s
levels indicated by a local continuous monitor. In addition to the accuracy and false alarm
statistics, the table lists the number of days evaluated and the percentage of these days with
“Good” PM levels. No USG days were observed, so the remainder of the days are all Moderate.
Because no USG days were observed, the bias, critical success index, and probability of
detection metrics were not included in the chart.

Table-5-1. Evaluation Metrics for PM Tools Using Continuous PM Observations

AR ot M oo ety Faseam | ey Faae
Charlotte, NC—Garinger 35 80% 66% na* 71% na*
Richmond, VA—Math & Sci. Ctr 38 79% 74% na* 87% na*
Washington, DC—McMillan 32 84% 75% 100% 88% 100%
Baltimore, MD—Oldtown 34 59% 68% na* 7% na*
Philadelphia, PA—Camden 29 59% 55% na* 75% na*
Wilmington, DE—MLK 37 35% 73% na* 81% na*

*No USG days predicted or observed

Prediction accuracy ranges from 55 to 75 percent under the strict evaluation, and from 75 to 88
percent under the fuzzy evaluation. It is important to keep in mind in reviewing these
percentages that all of the days exhibited low (good) or moderate PM, s levels. One way to
evaluate the predictive ability of the tools is to compare the accuracy to the accuracy if one had
simply predicted all Good days (or all Moderate, in the case of Wilmington). Compared to the
results using only one consistent forecast, the forecasting tool for Wilmington does a good job of
predicting PM levels, the Baltimore tool does fairly well, the Philadelphia, Richmond, and
Washington tools do barely well, and Charlotte does not do well at all. But this is a naive
measure since prediction of very high PM days most concerns the forecaster, rather than the
distinction between Good and Moderate. No high PM days were observed at the continuous
monitors in February and March of 2004, fortunately for air quality but unfortunately for tool
evaluation.

Real-time Evaluation Using FRM PM Observations

Table 5-2 below provides statistics for the four sites evaluated for their ability to predict PM, 5
levels indicated by the maximum PM, s concentration over several FRM monitors selected from
the area. As in the previous section, the table gives the percentage of Good days according to
the FRM data. No USG days were predicted for these four areas during the period, so false
alarm rates are not shown.
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Observed USG days appeared only for Baltimore; these two days were classified as Moderate
by the forecasting tool so the table shows 0 percent as the detection probability; the critical
success index and bias for Baltimore are also zero under strict evaluation, and nonexistent
under fuzzy evaluation as the two USG days were below 44 pg/m® and therefore are almost
Moderate. Fifty-nine percent of Baltimore’s days had Moderate PM levels, according to the FRM
data.

Table 5-2. Evaluation Metrics for PM Tools Using FRM PM Observations

w0 ol ey e | sy Deteclor
Charlotte, NC 35 60% 57% nax 69% na*
Richmond, VA 38 78% 78% na* 89% na*
Baltimore, MD 34 35% 50% 0% 65% na*
Wilmington, DE 37 52% 84% na* 95% na*

*No USG days predicted or observed

The PM, 5 forecasting tools for Richmond and Wilmington appear to do a genuinely good job,
although during this period their ability to predict high PM days remained untested. Agreement
with the FRM data is better than with the continuous data in both cases. Forecasting ability is
fair for Baltimore and Charlotte, regardless whether strict or fuzzy-border evaluations are
considered. Agreement with the FRM data is worse than with the continuous data in both cases.
The greatest changes in performance when the FRM data area used appear for Wilmington and
Baltimore. The PM, 5 levels for Wilmington tended to be lower according to the FRM monitors
than according to the continuous monitor, whereas the opposite is true for Baltimore; this
suggests uncertainty in actual PM concentrations, something to consider while evaluating PM, 5
forecasting tools in real time.

5.2.2  Historical Period Evaluation

Historical data enabled evaluation of the forecasting tools for all nine areas. The same “strict”
and “fuzzy-border” procedures described above were applied to the period of June through
August, 2003, by running the data for these months through the classification tree using CART
software rather than the forecasting tool. The summer 2003 data were prepared for CART in
almost the same way the 1999-2002 data were prepared in creation of the original CART trees.
The only difference was that some alternate FRM sites were used for the 2003 dependent value
data, in instances where the original FRM monitor was shut down and replaced with another. So
the observed data in this evaluation are more like the FRM data than the continuous data of the
real-time comparisons described above; the 2003 and 2004 FRM-based PM datasets mirror as
closely as possible the original 1999-2002 PM, 5 data classified by CART.

The advantage of this method is that one can swiftly evaluate the tree using many datapoints
(around ninety days for most of the areas). On the other hand, the evaluation is not exactly the
same as if it were conducted using the PM forecasting tool, because of CART's use of
“surrogate splits.” The PM forecasting tools are based on the “primary splits” at the nodes of the
decision trees created by CART. However, the CART tree also stores information on surrogate
splits, which are rules for classification that are applied if the meteorological or air quality
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variable used at the primary split is missing. In a real-time forecasting context, there are no
missing variables because the forecaster can fill in datapoints with predictions or estimates. For
the historical period evaluation described here, missing datapoints were not filled in and so
CART resorted to surrogate data when necessary. This should be kept in mind when assessing
the results of this subsection. Although the historical period evaluation may not use the exact
same predictions the tools would have yielded in a real-time application, the predictions are
probably similar. The results presented here are also of interest because, unlike the real-time
2004 evaluation, the summer 2003 period provides ample USG days to test the tools’ ability to
accurately predict high PM; furthermore, this assessment covers all nine MARAMA areas.

Table 5-3 provides several metrics for both the strict and fuzzy-border evaluations. Since the
summer 2003 days were better distributed over Good, Moderate, and USG, the percentage of
Good days is not given in the table as it does not provide the most useful comparison in this
case. Because there are USG days for most areas, the accuracy, false alarm rate, probability of
detection, critical success index, and bias are all informative measures of the tools’ predictive
utility. The table also provides the number of days evaluated for each area, as well as the
number of strictly USG days.

Table 5-3. Evaluation Metrics for CART Historical Period Evaluation

The metrics are: Accuracy (Acc), FAR (False Alarm Rate), DetP (Probability of Detection),
CSlI (Critical Success Index), and Bias.

Days/ Strict Evaluation Fuzzy-border Evaluation
USG
MARAMA Area  Days Acc FAR DetP CSI Bias Acc FAR DetP  CSI Bias

Charlotte, NC 90/2 | 59%  na* 0% 0.00 0.00 72% nax na* na* na*
Bristol, VA 32/1  47% 100% 0% 0.00 1.00 53% @100% 0% 0.00 1.00
Roanoke, VA 31/1  52% 100% 0% 0.00 100 65% @ 100% na* na* na*
Richmond, VA 89/2 71% na* 0% | 000 000 85% & na* na* nax na*
Washington, DC = 92/5 62% 88%  40% 011 340 71% 8% 50% 018 @ 283
Baltimore, MD 92/8 57% T75% @ 25% @ 0.17 100 75% @ 50% 80% 0.80 1.60
Philadelphia, PA = 85/4  66% 57% | 75% | 060 175 74% 57% @ 100% 075 233
Wilmington, DE = 82/1 65% 88%  100% 0.14 800 85% 75%  100% 033 = 4.00

Newark, NJ 70/3 56% 80% @ 67% 022 333 63% 80% @ 100% 025 @ 5.00
*Measure cannot be applied since no USG days were predicted and/or observed

Predictive accuracy ranges from 47 to 71 percent if strict PM classifications are used, and 53 to
85 percent in the best-case scenario where borderline observations do not count against the
tool. All areas except Charlotte have a bias (ratio of predicted to observed USG days) greater
than one, and thus tend to overprediction, a fact also evident in the high false alarm rates. On
the other hand, the probability of detection is fair to good for Newark, Philadelphia, and
Wilmington, but problematic for the other areas. If only very high USG days are considered (and
borderline USG days are counted as Moderate, according to the border zone definitions given
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earlier in this section), the probability of detection is good or inapplicable for most sites, but still
a problem for Bristol and Washington.

523  Conclusions

For a first attempt at developing a CART-based forecasting tool for these nine areas—the
results are promising. The evaluation statistics are lower than but not that much lower than
those that would be considered good for 8-hour ozone forecasting (and ozone is a simpler and
much more extensively measured/studied pollutant).

The real-time testing of the draft version of the forecasting tools was inconclusive primarily
because the period February-March 2004 did not contain any days with high PM; 5
concentrations.

The historical evaluation suggests that given perfect forecasts of the meteorological input
parameters, the PM, s concentration ranges can be correctly predicted for 50 to 70 percent of
the days and nearly corrected predicted (using the “fuzzy-border” adjustment) for 65 to 85
percent of the days (with the exception of Bristol, which has a 55 percent accuracy even with
the adjustment).

In this historical evaluation, two of the sites with the worst performance are Bristol and Roanoke
and these both had fewer data (with an every three day collection interval) than the other sites.
Yet the CART trees for two sites had some of the best overall classification accuracy. This
outcome suggests that the CART results, while good for characterizing the days in the dataset,
are incomplete with respect to representing all of the types of conditions that might occur at
these sites. The implication is that use of a limited dataset may limit the predictive ability of the
tools, if conditions that are not represented in the dataset occur. This could extend to all areas
and the use of the nominal three- to four-year analysis period.

The false alarm rate was relatively high for all areas, where it could be calculated, and this
reflects the tendency for overestimation found in the CART trees. With this tendency, the
probability of detection is good for most sites, and the bias is positive in all cases for which it
could be calculated. This outcome suggests that the meteorological inputs and consequently the
CART results may not sufficiently represent the conditions associate with the day-to-day
transition from high to lower PM concentrations. The overpopulation of the higher PM bins with
lower PM days (both in the CART results and in the historical forecast results) may also be due
to a lack of a sufficient number of high PM days in the dataset, as needed to allow a good
sampling and representation of the conditions that are associated with these days.

5.3. Operational and Research Versions of the Tools

The evaluation results, per se, did not lead to major revision of the tools. However, practice in
using the tools, further consideration of the input parameters, and a few case studies by the
state forecasters resulted in a few additions to the inputs. This further development of the tools
is discussed in Section 2 of this report (CART diagnostic and sensitivity analysis) and resulted in
a revised operational version of the tools as well as a research version of the tools that includes
an estimated PM, s concentration for the day prior to the forecast day.
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6. Summary and Recommendations

In this study, we developed a series of CART-based PM, s forecasting tools for nine areas of
interest in the MARAMA region including: Charlotte, Bristol, Roanoke, Richmond, Washington,
Baltimore, Philadelphia, Wilmington, and Newark. The study included the application of CART
and the development, testing, and evaluation of interactive forecasting tools for each area. Data
and information gathered throughout the course of the project were used, together with the
CART analysis results, to describe the relationships between meteorology and PM
concentration and, specifically, the conditions associated with high PM, s events in each of the
areas. Based on the results and findings of the study, as well as the issues and problems that
we encountered in conducting the work, we provide recommendations for future enhancement
of the forecasting tools and an improved understanding of PM2.5 issues in this section.

The following recommendations pertain to the application of CART for PM,s:

¢ Update the input datasets to include additional years/seasons in order to better capture the
range of different meteorological/PM, s conditions that are likely to occur in the future as well
as to better characterize the conditions associated with the high PM days (which were few in
number during the analysis period for several of the areas).

¢ Using the expanded dataset with more high PM days, conclusively explore the use of
alternative prior-day PM, s concentration parameters for local and upwind sites, using both
two-days-ago measured concentrations and prior-day estimated concentrations. It is intuitive
that more information about the prior-day PM concentrations should improve the forecasting
ability of CART, but our current work found the use of this information problematic (and
resulted in the overestimation of PM, s concentrations).

Additional recommendations pertain to the CART-based forecasting tools:

e Consistently (across the areas of interest) evaluate the forecasting tools for a longer period
of time than was accommodated by this study. With a longer evaluation period, we may be
able to identify specific patterns or types of PM events that are consistently missed by the
CART-based forecasting tools. Combining and inter-comparing the evaluation results for the
various areas of interest will aid the identification of missing parameters or information that is
needed to capture the types of events that are consistently missed.

¢ Use the forecast evaluation results to reassess the uncertainty ranges used in the
forecasting tools. These account for uncertainties in the input data (especially the
meteorological forecasts) and their potential effects on the forecast.

o Evaluate and compare the use of the different meteorological forecast products (for example,
ETA, GFS, and NGM).

e Add the capability for multi-day forecasts.

e Conduct detailed case-study analyses for as many of the high PM days as possible and
compare the meteorologist perspective on important processes and parameters for the event
with those used by CART to classify each day (i.e. generate the forecast)

Additional recommendations concern the improved understanding of the factors influencing
PM, s concentrations within each area of interest:

¢ Intermittently update the data summaries to include additional years/seasons of data.
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e Examine, using available STN data, variations in species distributions among the CART bins
and/or other groupings of the high PM days. This would need to be done using a larger
dataset than that used for the current study — due to the more limited availability of STN data
for the areas of interest.

Our final recommendations address the possible use of the data and results of this study to
enhance PM, s State Implementation Plan (SIP) analysis. For starters, the data analysis results
for this study provide the basis for developing a conceptual description of PM, s formation and
transport for each area, which is a required component of a SIP. In addition, a key element of a
PM, s attainment demonstration is the “weight-of-evidence” analysis, in which data and modeling
results are use to support or corroborate the outcome of the demonstration. The data analysis
and CART results could be used to support the following types of weight-of-evidence analyses:

o Characterization of actual or proposed modeling episode periods in terms of their ability to
represent typical meteorological conditions for each of the areas of interest. This would be
determined based on the analysis of factors influencing PM2.5 in each area and the CART-
based frequency of occurrence of the different types of meteorological conditions. This
information could be used to guide the selection of an appropriate simulation period for the
application of regional-scale particulate models, the selection of subset modeling episode
periods for detailed analysis of certain areas, and the application of the modeled attainment
test for PMs 5.

o Analysis of data-based and meteorologically adjusted trends (adjusted using CART-based
meteorological frequency information). Meteorologically adjusted trends, coupled with
information about changes in emissions during the analysis period, could be used to assess
the reasonableness of modeling results (i.e., the response of the model to similar emissions
changes) and to project future changes in PM concentrations for the region.

e Calculation of meteorologically adjusted PM2.5 design values for use in the application of the
PM, s attainment test for each area of interest. Information from the CART analysis could be
used to define a typical year (based on the frequency of occurrence of certain types of
meteorological conditions) and the PM, s design values corresponding to a typical multi-year
period (based on actual observations).

e Use available Speciated Trends Network (STN) data in conjunction with the CART results to
determine the species compaositions of the most frequently occurring types of high PM2.5
events. This could help guide the identification of effective control options for the areas of
interest or, in the context of weight-of-evidence, the interpretation and use of any modeling
results.
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Abstract

Concentrations of PM; 5 in the State of Maryland, while highest at urban monitors,
are remarkably homogeneous across the state — particularly during the summer months.
Maximum concentrations occur in the summer although urban monitors also observe a
secondary, winter season peak. At all locations, annual mean concentrations are in
excess of median concentrations due to a small number (~5-10%) of extremely polluted
days. This subset of “dirty” days occurs primarily during the warm season (May-
September) and is associated with light winds, strong low level inversions, regional scale
transport of pollutants from west to east — similar to high O3 episodes — and enhanced
concentrations of sulfate particles. A similar transport pattern occurs in winter season
cases also there is a higher frequency of stagnation in these cases as well as stronger near-
surface inversions. Winter episodes thus feature a stronger influence of local emissions —
especially carbon and nitrogen particles. Recently implemented regional control
strategies, to the extent that they reduce sulfur and nitrogen emissions, may be effective
at reducing PM, 5 concentrations on the worst days although there remains significant
local emission inputs to PM; s in Maryland.



Executive Summary

This report summarizes observations of fine particulate matter with an
aerodynamic radius of < 2.5 um, also known as PM; s, in the State of Maryland
during the period 2000-2005.

Average PM; s concentrations for this period at monitors across Maryland range
from 12-17 pgm™ with the highest concentrations observed at urban scale sites.
Although urban monitors observe the highest concentrations, all Maryland PM s
monitors are strongly correlated and the correlation between monitors is highest
during the summer season. This indicates that PM; s is ubiquitous in Maryland, is
not an overwhelmingly urban pollutant, and that all locations share in a common,
regional scale “load” of PM; .

Although there is no fool-proof method to quantify the regional scale “load” of
PM, s, comparisons of urban, suburban and remote rural monitors suggest that the
regional component of PM; s accounts for roughly 60-75% of the total observed
PM, 5. This fraction increases to 80-90% during the summer season.

PM,; s concentrations peak during the summer season (June-August) in Maryland
although urban scale sites also have a secondary maximum during the winter
(December-February) months. The summer maximum are driven primarily by
increases in the amount of sulfate while winter season peaks are driven more by
increases in nitrogen and carbon compounds.

PM, 5 concentrations vary by the day of the week, on the order of 2-3 pgm™, with
highest concentrations occurring near the end of the work week and lowest
concentrations on Sunday. This reflects day of week differences in motor vehicle
and industrial emissions. While average concentrations do not vary significantly
by the day of the week, the frequency of high PM, 5 concentrations days (90"
percentile) is much greater during the work week.

PM, 5 concentrations have a daily (diurnal) cycle with highest concentrations
during the morning and afternoon rush hours, when emissions are highest and
vertical mixing is weakest, and lowest concentrations during the well-mixed
(diluted) afternoon hours.

The diurnal cycle is markedly different for the most severe (90™ percentile) cases.
In those cases, the mid-day dilution effects are less evident so that concentrations
remain nearly unchanged through the daylight hours. This effect is more
pronounced in the summer months and suggests that the air aloft, which mixes
downward in the afternoon, is heavily laden with transported PM; s.

The highest PM; 5 cases are characterized overwhelming by westerly transport of
air parcels although, in winter, there is a secondary maximum of cases where re-
circulation, or stagnation, occurs. Observation at rural monitors west of Maryland
show that, on the worst PM, s days, this air mass is primarily made up of sulfate
particles.



Introduction

This report summarizes observations of fine particulate matter with an
aerodynamic radius of < 2.5 um, also known as PM; s, in the State of Maryland. PM;s is
regulated as a criteria pollutant by the US EPA with revised health and safety standards
promulgated in 2006. The purpose of this report is to place the observations of PM; s in
the context of climate and weather conditions in order to aid policy makers in
determining the best implementation plan to reach attainment with the PM; s National
Ambient Air Quality Standards (NAAQS).

Data

PM,; s has been measured routinely by a statewide network of monitors operated
by the Maryland Department of the Environment (MDE) beginning in 1999. Due to data
collection and quality issues associated with bringing a number of new monitors online
during 1999, this study looks only at data collected during the period 2000-2005.

The majority of the data discussed in this report are from the network of Federal
Reference Monitors (FRM) deployed across Maryland. The FRM PM; s monitors are
gravimetric, or passive, monitors that measure the integrated amount of PM, 5 collected
during a 24-hour period. Most monitors in Maryland collect data every third day and a
subset collect daily. Statistical issues related to the uneven collection schedule were
discussed in a previous report to MDE-ARMA. This report is included as Appendix A.
For the purposes of this report, daily monitor data are used whenever possible.

In addition to FRM monitors, MDE also operates continuous monitors that use a
tapered element oscillating microbalance (TEOM) to measure PM, 5 on short time scales
— typically a one hour average. Continuous monitors are not currently designated as a
FRM but, due to their good time resolution, provide useful information relevant to this
study. Observations from the Old Town TEOM in Baltimore City are used at various
places in this report.

Finally, because fine particles are made up of a mix of pollutants, MDE operates
speciation monitors as part of the EPA Speciated Trends Network (STN). These
monitors measure the individual components of PM, s, particularly sulfates, nitrates and
carbon species. Observations from the Essex monitor, northeast of Baltimore City, are
used in this report. In addition, a consortium of governmental organizations operates a
network of speciation monitors as part of the Interagency Monitoring of Protected Visual
Environments (IMPROVE) network. Monitors located in rural WV and Washington DC
are germane to this report and data from these monitors are also used.

The location of the Maryland PM; s network is shown in Figure 1. The Maryland
monitor network includes sites that can be characterized as urban, suburban and rural.
Some statistical measures within this report will analyze similarities and differences
between observations at urban, suburban and rural sites and Appendix B provides a list



characterizing the location of the various Maryland PM; s monitors. A related document
(Power Point) provides location information and aerial views of many of the Maryland
monitors (Appendix C).
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Figure 1. Maryland PM; s FRM monitor locations.

In addition to the Maryland monitors, data from regional scale FRM PM; s
monitors are also referred to in this report. These monitors, located in PA, WV and VA,
are designated as regional scale because they are typically located at high elevation in
non-urban locations. The high elevation and non-urban locations of these monitors
places them at a distance from concentrated emissions sources and provides a measure of
PM, 5 concentrations that are consistent with observations over a larger scale than an
urban scale monitor can provide. Details on these monitors are provided in Appendix B.



PM,s Concentrations in Maryland (2000-2005 Average)

Mean PM; 5 concentrations at the Maryland monitors for the period 2000-2005
are given in Figure 2. Monitors that re-located during the period, and do not have a
complete, uninterrupted set of data, are not included. Average concentrations range from
12-17 pgm™. These concentrations are similar in magnitude to many eastern U.S.
metropolitan areas and straddle the current yearly NAAQS for PM, 5 (15.5 ugm™). As
expected, the highest concentrations are found at the urban and near-urban monitors. As
noted in Appendix A, most monitors report data on every third day. The exceptions are
three Baltimore urban monitors - Old Town, FMC and Essex - that report daily. The
lowest concentrations are found in south suburban Maryland (Rockville and
Davidsonville).
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Figure 2. Mean PM, s concentrations for the period 2000-2005 for Maryland FRM
monitors. Certain monitors that are currently operational were re-located during this
period and are not represented in this figure.

The urban sites, as defined in Appendix B, have an average concentration of 15.7
ngm™, or slightly above the NAAQS. The suburban sites observed lower concentrations
(13.6 pgm™). Hagerstown, a mid-size city in western Maryland, reports an average of
14.5 pgm™ and the regional scale sites (not shown) report an average of 12.4 ugm™.



The most outstanding feature of the average PM, 5 concentration in Maryland is
the high degree of correlation between monitors across the state. Figure 3 shows the
correlation between all Maryland monitors and concentrations measured at the site with
the highest average concentrations, Old Town — located near center city Baltimore. Even
the far distant Hagerstown monitor shows a correlation coefficient of 0.78, and the
remainder of the coefficients varies from 0.83-0.98. As an example, a scatter plot of
PM, 5 concentrations at Old Town and Fair Hill, Maryland — Fair Hill is located just south
of the Pennsylvania border in extreme northeastern Maryland — is shown in Figure 4. For
concentrations < 25 pgm™, the agreement is extremely close but becomes less so at the
higher end of the distribution.
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Figure 3. Correlation coefficients between 24-hour average PM; 5 concentrations at Old
Town, Maryland and the remainder of the Maryland FRM monitors.
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Figure 4. Scatter plot of 24-hour average PM, s concentrations at Old Town, Maryland
and Fair Hill, Maryland for the period 2000-2005. The best linear fit line is given as:
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The high correlation between all monitors suggests that there is some shared,
regional scale “load” of PM,s. That is, a common source(s) of PM; s, either through
primary emissions or secondary formation, that is ubiquitous and distributed evenly
throughout the state. Primary emissions of PM; s, such as motor vehicle exhaust, tend to
be short-lived with primarily local impacts and most strongly affect only nearby monitors.
Secondary formation processes, such as the conversion of SO, to particulate sulfate,
occur on longer time scales and can affect larger areas downstream.

The primary component of PM; s that accounts for the shared, regional load is
sulfate. In Figure 5, the distribution of ammonium sulfate across the US is shown.
Sulfate concentrations are highest, and similar in magnitude, across most of the eastern
US and, as fraction of total PM, 5, shown in Figure 6, account for approximately half of
total PM, s concentrations. The primary source of sulfates is coal combustion and these
sources, typically electrical generation units, are spread throughout the region, not always
in association with large cities. The distribution of SO, emissions, the precursors of
sulfate, in the eastern US during the summer season are shown in Figure 7. The process
of conversion from SO, as it leaves the stacks to sulfate particles occurs over many hours
and the lifetime of sulfate is several days. Accordingly, sulfate can be transported long
distances and attain homogeneous region-wide concentrations.

b) Ammeonium sulfate concentrations for the IMPROVE and STN networks
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Figure 5. Ammonium sulfate concentrations measured at PM; s speciation monitor sites
ombining the rural IMPROVE monitors and the more urban scale STN monitors.
http://vista.cira.colostate.edu/improve/Publications/Reports/2006/PDF/Chapter2.Spatial T
rendsConcentration&Extinction.pdf



d) Ammonium sulfate fractional contribution to reconstructed fine mass for the IMPROVE and
STN networks
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Figure 2.2. Isopleth maps of annual ammonium sulfate concentrations in panels a and b and percent
contributions to reconstructed fine mass in panels ¢ and d. Panels a—d include all sites from the INNPROVE
network that met the prescribed completeness criteria including the urban sites from 2000-2004. Panels b
and d alse include all sites from the STN network that met the prescribed completeness criteria.

Figure 6. As in Figure 5 but showing ammonium sulfate concentrations as a fraction of

total concentrations as measured at PM; s speciation monitor networks (IMPROVE and
STN).

Figure 7. Distribution of SO, emissions during the summer over the eastern United
States in metric tons per day (After Brueske, 1990). Source:
http://www.spc.noaa.gov/publications/corfidi/fig3jpgmed.jpg



One way to quantify the magnitude of regional, or “background”, PM, s, relative
to local concentrations, is to determine the so-called “urban excess”. That is, the amount
of PM, s that the urban environment adds to the regional load. The urban excess is often
expressed as a simple paired comparison of remote and urban mean concentrations. An
example from a recent EPA trends analysis is shown in Figure 8. Several eastern cities,
including Baltimore, are shown on the right side of the figure. For this report, we pair
concentrations at the remote Keeney Knob site in central WV with several local monitors
(Figure 9). Compared to Old Town, the remote, regional scale concentrations represent
62% of the urban mean. At the suburban site at Padonia, north of Baltimore, the fraction
increases to 75% and is 72% at Hagerstown.

In summary, average PM, s concentrations in Maryland range from 12-17 pgm”
with highest concentrations found in urban areas. PM; 5 concentrations across the state
are highly correlated, however, with a “regional scale load” of PM; 5 that accounts for
roughly 62-75% of the total observed PM, s in urban areas.

Figure 12. Urban excess for total PM, 5 gravimetric mass.
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Figure 8. A comparison of urban and rural PM; s concentrations as a meausure of “urban
excess” PM,s. The second from the right column is Baltimore paired to Dolly Sods
National Forest in remote WV. This figure and discussion is contained in
http://www.epa.gov/air/airtrends/aqtrnd03/pdfs/2_chemspecofpm?25.pdf.



http://www.epa.gov/air/airtrends/aqtrnd03/pdfs/2_chemspecofpm25.pdf
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Figure 9. Mean concentrations at the remote, rural site located at Keeney Knob, WV
(blue column) superimposed on mean concentrations at selected Maryland monitors. The
difference, maroon column, is a rough measure of the “urban excess” or additional PM; s
added by local sources.



PM, s Concentrations in Maryland (Seasonal Variations)

PM,; s concentrations in Maryland vary from urban to rural locations and also vary
seasonally with highest concentrations occurring in the summer (June-August, JJA)
months (Figure 10). Urban, suburban and central Maryland monitors, as well as more
remote, rural sites in the region, all show peaks in the summer months. In addition, the
Old Town (urban scale) monitor shows a secondary peak during the winter months
(December-February, DJF). This seasonal pattern, and the differences between urban and
rural concentrations, is consistent with prior measurements in the eastern US (Figure 11).
At rural sites, like Shenandoah National Park and Dolly Sods National Forest, WV, the
summer season maximum is pronounced with much lower concentrations observed for
the remainder of the year. Urban monitors, such as Washington DC (Figure 11), and Old
Town (Figure 10), have an additional, though smaller, winter season peak.
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Figure 10. Seasonal average PM,; 5 concentrations at selected sites in Maryland (Old
Town Baltimore, Padonia (suburban Baltimore) and Hagerstown (western MD)) for the
period 2000-2005. In addition, seasonal average concentrations for a set of four monitors
in VA, PA and WV (“Rural Mean”) are given.
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Figure £.11. Seasonal variations of PM,, mass concentrations at selectad IMPROVE moniforing kcations
{1952 1999 for the cleanest (20 percent), moderate (20-30 percent), and highest PM (50-80 percent and %)
percent) days. The unite of messurement are pgin®. (R Huzar, pers. comm.).

Figure 11. Seasonal concentrations of PM; s at selected IMPROVE monitors for the
period 1992-1999. Reprinted in:NARSTO (2004) Particulate Matter Assessment for
Policy Makers: A NARSTO Assessment. P. McMurry, M. Shepherd, and J. Vickery, eds.
Cambridge University Press, Cambridge, England.

At rural monitors, the summer season maximum in PM; s is primarily driven by
increases in ammonium sulfate ([NH4],SO4) concentrations. The efficiency of
ammonium sulfate formation is maximized in a moist and highly oxidizing atmosphere,
and so is more efficient in the summer months when humidity is high and sunshine
plentiful. In Figure 12, speciated PM, 5 concentrations are given for Dolly Sods
Wilderness Area for 2004 (other years show similar patterns). The worst PM; 5 days,
labeled “W”, all occur in the warm season and are all dominated by sulfate. In an urban
environment (Washington, DC, Figure 13), summer season PM, s is also dominated by
sulfate but the winter season secondary maxima contain a significant fraction of nitrate
and organic carbon. The larger concentrations of nitrate and organic carbon are not
observed in rural environments due to much lower motor vehicle emissions.
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Figure 12. Speciated PM, s concentrations for Dolly Sods Wilderness Area (WV) for
2004. Ammonium sulfate concentrations are in yellow. Data and plot courtesy of the
Interagency Monitoring of Protected Visual Environments Program (IMPROVE)

(http://vista.cira.colostate.edu/improve).
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Figure 13. As in Figure 12, but for Washington, DC. Nitrate concentrations are given in

red and organic carbon in green.

In Maryland, the effect of the summer season dominance of ammonium sulfate, as
a fraction of total PM, s, is to make concentrations more homogeneous across the state.
As noted above, sulfur emissions are primarily due to coal combustion from sources
spread across the region with the strongest density to the west of Maryland and in the



Ohio River Valley (Figure 7). Because of the long lifetime of sulfate particles, they can
travel long distances from their sources and become evenly spread across the region. As
a result, correlation coefficients between urban, suburban and rural PM; 5 in Maryland
during the summer months, when sulfate is dominant, becomes greater (Figure 14, and
compare to Figure 3). The “urban excess” of PM; 5 in the summer months is
correspondingly smaller. Comparing summer observations (Figure 15) with full year
observations (Figure 8) we find that the regional load, which is roughly 62-75% overall,
increases to 83-90% in the summer months. Returning to our example of Old Town and
the distant exurban site at Fair Hill, we see a much tighter correspondence (compare
Figure 16 with Figure 4). The best fit line in summer has a slope of 0.91 compared to
0.75 for all days.
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Figure 14. Correlations between PM,; 5 concentrations measured at Old Town
(Baltimore) and non-urban locations in Maryland, as in Figure 3, but for only the summer
(JJA) and winter (DJF) seasons.
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Figure 15. As in Figure 8 but for only the summer season months (JJA). The ratio of
Maryland monitors PM to Keeney Knob, WV increases by 34% for Old Town, 17% for
Padonia and 24% for Hagerstown compared to the full year average.
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Figure 16. As in Figure 4 but only for the summer season months (JJA). The best fit
line is given by [PMZ.S]Fair Hill — [PMz.s]om Town*o-gl - 0.59.

In summary, PM; s concentrations are highest during the summer season across
Maryland. This summer maximum is characterized by a large, regional scale sulfate load
with rural locations observing 83-90% of the urban scale concentrations. Urban scale
monitors also observe a secondary winter season maximum that is not observed at rural
locations. The winter season PM; s is associated with significant concentrations of nitrate
and carbon compounds.



PM, s Concentrations in Maryland (Daily Variations)

PM,; s concentrations in Maryland vary seasonally and also by day of the week.
The highest concentrations are typically observed on weekdays and peak in the Thursday-
Friday period (Figure 17). This day of week difference is consistent with motor vehicle
usage. As an example, in Figure 18, vehicle miles traveled (VMT) for a six week period
in the Detroit area is shown. VMT is calculated as the number of vehicles using the
system times the distance they travel. For the time period displayed in Figure 18,
Sundays are the low points on the graph. On weekdays, the trend toward highway travel
later in the week (Thursdays and Fridays) is common in most urban areas. While
commuting trips are relatively stable throughout the week, discretionary trips are higher
as the weekend approaches. The day of week plot for Maryland (Figure 17) suggests
that day of week emissions variations can account for ~ 2 ugm’3 difference in PM; 5
concentrations in Maryland. This difference is consistent across seasons.

Although higher weekday emissions lead to only slightly higher mean
concentrations, day of the week differences appear to be important during the most severe
PM, s cases. In Figure 19, the day of week breakdown for the highest 90™ percentile
(PM,.s > 30.75 pgm™) of PM, 5 days statewide is given. The weekday average number of
days in the 90" percentile is 47 while the weekend days are lower — Saturday is 34 and
Sunday 22. This suggests that while weekday emissions differences have a small overall
impact on PM; s concentrations, they can be a significant influence during PM s-
conducive weather conditions.
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Figure 17. Day of week average PM, s concentrations for statewide Maryland monitors
and for Old Town.
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Figure 18. Graph of vehicle-miles of travel (VMT) for the Detroit metropolitan
freeways for the period March 11-April 7, 2001. VMT is a common measure of highway
usage (http://ops.thwa.dot.gov/congestion_report/chapter2.htm).
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Figure 19. 90" percentile PM, 5 days in Maryland by day of week.



PM s concentrations in Maryland (Intra-Day Variations)

Daily cycles of PM; 5 concentrations in urban areas show the influence of local
sources as well as the effects of transported pollutants. The diurnal pattern shows a two
peak pattern that reflects emissions and mixing effects (Figure 20). The morning rush
hour, when motor vehicle emissions are maximized, is shown as a sharp peak in
concentrations during the early morning hours. In addition to increasing in strength as
more cars are on the road, the emissions are also trapped within a shallow boundary layer.
The boundary layer, or mixing depth of the atmosphere, is typically at a minimum during
the early morning hours. This follows from surface-atmosphere differences in heat
conduction. The ground is a good conductor of heat while the atmosphere is not. As a
result, the ground cools quickly overnight while the atmosphere near the ground cools
slowly. A surface-based inversion develops as a result of this gradient in temperature,
with warm air over cool land surfaces, and traps pollutants within a layer just several
hundred meters deep. By mid-day, heating of the earth’s surface breaks the inversion and
deep vertical mixing follows. This mixing tends to dilute the polluted air parcels with
cleaner air from aloft and concentrations fall. This trend to lower PM, 5 during the well-
mixed afternoon hours is seen in Figure 20. Concentrations rise again toward evening
through a combination of increased emissions during the afternoon rush hour and
decreased mixing as the sun sets and the ground cools. As particles dry deposit to the
surface during the nighttime hours, and emissions are low, concentrations fall again to a
minimum just before the morning rush hour.
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Figure 20. Time series of hourly PM, s concentrations measured by a continuous monitor
at Old Town, Maryland.



The diurnal cycle shown in Figure 20 is changed subtly in high PM, s cases. In
Figure 21, hourly PM, s concentrations during the 90" percentile cases are shown. The
90™ percentile cases show a similar two-peak pattern but with important differences. First,
the morning maximum extends until mid-day. This could result from either a stronger
low level inversion, trapping pollutants in a narrow layer for more hours, or a dirty
residual layer — the air resident above the nighttime boundary layer - mixing downward.
The period of lower mid-day PM, 5 during the well-mixed afternoon hours in the 90"
percentile cases lasts only for 3 hours before concentrations return to near the morning
levels while, for the 0-90™" percentile cases, lower concentrations last for 8 hours from ~
1000 to ~ 1800 local time. Another way of looking at the difference is given in Figure
22. In Figure 22, the ratio of hourly concentrations to the daily maximum is given. For
the 0-90" percentile cases, the two rush hours, where motor vehicle emissions dominate
are clearly demarcated. In the high PM, 5 cases, concentrations rise through the usually
well-mixed afternoon hours.
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Figure 21. Hourly PM, 5 concentrations at Old Town, Maryland for the 90™ percentile
and above cases (dark blue, diamonds) and the 0-90™ percentile cases (magenta, square).
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Figure 22. As in Figure 21, but with hourly concentrations normalized by ratio to the
daily peak concentrations.

Disaggregating the data further provides more insight into the nature of high
PM, 5 cases in Maryland. In Figure 23, the 90" percentile cases are further divided into
summer and winter season cases. In summer, the overall concentrations tend to be higher
but, more importantly, the diurnal pattern is quite different. In the winter cases, the
influence of the low level inversion is stronger. Note that concentrations remain high
until mid-day. At that point, mixing reduces PM; 5 levels with a modest rise during the
evening rush hour. In summer, however, concentrations dip slight immediately after rush
hour, but, as mixing proceeds in the afternoon hours, concentrations actually rise. This
indicates that significant PM, 5 concentrations are present aloft and are mixing downward.
If that were not the case, dilution due to deeper mixing would reduce concentrations.

In summary, hourly observations at urban scale Maryland monitors show two
daily peaks coincident with the morning and afternoon rush hours. As vertical mixing
maximizes during the warmer mid-day hours, concentrations fall to a value consistent
with average regional scale concentrations. During high PM, 5 days, the daily pattern is
significantly different and varies by season. During summer high PM; s events, regional
scale concentrations are very high — that is, there is little “urban excess” — so that PM, s
concentrations fall only slight, if at all, during the well-mixed afternoon hours. In winter,
the regional loading is weaker but a stronger morning inversion leads to an extension of
the morning rush hour effect.
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Figure 23. Hourly average PM, 5 concentrations at Old Town for the 90" percentile
summer and winter cases in Maryland.



PM,s in Maryland: High PM, 5 Cases

As noted above, PM, 5 concentrations follow a different daily pattern in the
highest (dirtiest) cases and, in particular, during the summer months. Are these cases
somehow unique? One of the common attributes of PM; s at all locations is that the
distribution of concentrations is not normal." An example for Old Town is given in
Figure 24. The skewed nature of the distribution at Old Town is common to all
Maryland PM; s monitors. A distribution with a strong right-tail, as is the case here,
results in the mean of the distribution being well in excess of the median. As Figure 25
shows, this is the case for all Maryland monitors.
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Figure 24. Daily average PM, 5 concentrations at Old Town, Maryland.

" The distribution of PM, 5 concentrations for Old Town, as well as for all monitors in Maryland, are
significantly different from normal with longer than expected right tails (asymmetric). For Old Town, the
skewness measure, a measure of the symmetry of a distribution about its mean, is significantly positive and
nonzero (skewness = 1.19). A skewness coefficient is considered significant if the absolute value of
skewness divided by the standard error of skewness (SQR(6/n)) is greater than 2 — for Old Town, this value
is 19.8. In the same manner, Old Town, as well as all Maryland monitors have much larger extremes (tails)
than a normal distribution. The measure of the length of the tails of the distribution is kurtosis. For Old
Town, the measure of kurtosis is 1.67 with a standard error of kurtosis of 0.11. The absolute value of
kurtosis divided by the standard error of kurtosis is 15.2 and as such is significantly greater than 2.
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Figure 25. Median and mean PM, 5 concentrations for Maryland monitors. The higher
mean concentrations indicates that the overall distribution is right-skewed with a larger
than normal subset of high PM, 5 cases.

The implications of a highly skewed distribution are several. First, it suggests
that there may be more than one physical process contributing significantly to the PM; s
distribution. That is, the high PM; 5 cases may result from factors that are not as strongly
present in the “normal” cases. This is to be expected in the eastern US where there can
be large influences on any given day from any of the major constituents of PM,s. Sulfate
can dominate, particularly in summer, while nitrogen and carbon, which reflect motor
vehicle emissions, tend to dominate in the urban environment. Second, compliance with
the NAAQS, based on annual mean concentrations, may depend on the presence or
absence of the extreme cases. For example, mean concentrations at Old Town, as well as
the other two daily reporting sites in Baltimore, are above the yearly standard of 15 pgm™.
Removing the highest 10" percentile of PM, 5 days (> 29.4 ugm™) reduces the yearly
mean to 14.3 pgm™. There are also implications for daily PM, s forecasting. The 95
percentile of the 2000-2005 PM, s distribution at Old Town is 35.2 ugm'3. The other
daily reporting sites in Maryland, Essex and FMC are similar (32.1 p,gm'3 and 34.4 ugm’3
respectively). These concentrations are close to the newly proposed daily NAAQS for
PM; s.

In the following section, we will look in detail at seasonal high PM; s episodes but
we can here make some general observations. In particular, the transport pattern
associated with the worst PM, 5 days is consistent. In Figure 26, back trajectories for
Baltimore for the 95" percentile of PM; s days are shown. The back trajectories estimate
the path of air parcels arriving in the Baltimore area. Overall, slow westerly transport is



the rule. There are a handful (9) of cases with winds from the east and a slightly larger
number of re-circulation cases, but the vast majority of cases involve westerly transport.
As noted in Figure 7, significant sources of SO, emissions are located west of Baltimore
along with major large industrial centers.
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Figure 26. Back trajectories for the 95™ percentile of pm cases in Maryland. The back
trajectories are determined using the NOAA HYSPLIT model
(http://www.arl.noaa.gov/ready/hysplit4.html) . The back trajectories shown here, and in
succeeding figures terminate at BWI at 500 m above ground level (agl) at 1200 UTC
(0700 EST) and are for 24 hours of travel time.

There are seasonal differences in transport patterns. In Figure 27, back
trajectories for only warm season (May-September) high PM, 5 cases are shown with
winter cases shown in Figure 28. As a fraction of the total, the winter cases are less
dominated by westerly transport with approximately one-third of the winter cases
exhibiting some degree of re-circulation or stagnation of air masses. During the summer
season, recirculation accounts for only ~ 15%. During the worst PM; s cases, therefore,
the transport pattern is overwhelming westerly. The make up of air parcels arriving from
the west is primarily sulfate. As shown in Figure 29, concentrations at Dolly Sods,
upwind of Maryland in westerly transport that characterizes poor PM; s days, is primarily
composed of sulfur compounds.
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Figure 27. Asin Figure 26 but for warm season (May-September) cases.
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Figure 28. As in Figure 27 but for winter (December-February) cases.
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Figure 29. Speciated PM, s measurements from the IMPROVE monitor at Dolly Sods,
WV, for 2004 during the best (cleanest) days (left) and the worst (dirtiest) days (right).

In summary, the distribution of PM; s concentrations in Maryland is right-skewed
with mean concentrations strongly affected by a small fraction of very high PM; s days.
These days are predominantly characterized by westerly transport aloft, particularly
during the summer season. Winter season high PM; s cases show a higher incidence of

stagnation along with westerly transport.




PM, s Episodes: Meteorological Influences

Summer Season

PM, s and O3 concentrations in the summer season are highly correlated (Eigure
30) and meteorological conditions associated with summer season multi-day PM; s
episodes are similar in nature to severe O3 episodes. This coincidence follows for several
reasons. First, PM; s and O3 share sources and precursors. For example, volatile organic
compounds (VOCs) form a significant fraction of PM, s mass and are also a critical O;
precursor. NOy, while a small fraction of PM; 5 in summer, is generally the limiting
factor for Oz and a large percentage of regional scale NOx concentrations have their
source in coal-burning power generation units that also produce sulfur compounds - the
main fraction of summer season PM, 5. Second, weather conditions conducive to O
formation are also conducive to PM; s accumulation. In particular, any weather processes
that limit horizontal or vertical mixing will increase concentrations of both pollutants.
Local (limited mixing) and regional (westerly transport) scale processes that increase
PM; 5 can both be maximized by weather patterns that feature light surface winds, strong,
or multiple inversions, and westerly transport aloft.
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Figure 30. Peak daily 8-hour O3 and 24-hour PM, 5 concentrations in the Baltimore
metropolitan area (Summer, 2000-2005).



O3 and PM; 5 conducive weather patterns do diverge in some important respects.
O; formation is strongly dependent on incoming UV radiations to drive the photo-
chemical reactions that produce O;. Sunny skies mean more Os;. While sunlight is
helpful for the oxidation of some PM; s precursors, primarily SO, and organic carbon
particles, it is a less important factor in relative terms. As a result, Maryland can observe
high PM; s concentrations, with low Os, in the presence of significant cloud cover. In
addition, while Oj is not strongly correlated with relative humidity — high relative
humidity typically means a better chance for cloud formation, PM; s is associated with
high humidity regimes. The conversion of PM, s precursor gases, especially SO,, to
particles is enhanced in high moisture environments, and this process is enhanced further
by cloud droplet processing.

Taken together, the large scale weather conditions conducive to summer season
PM,; s formation are often associated with weather patterns also conducive to O3, while
smaller (meso) scale effects can vary the relative strength of O; and PM; s on any given
day. The large scale factors include: (1) An upper air ridge with its major axis west of
Maryland. Subsidence, or downward motion, occurs downwind (east) of the ridge axis
leading to decreased cloud formation and less vertical mixing; (2) With a ridge west of
Maryland, winds aloft are westerly and tend to advect air masses high in PM, s precursors
from the Ohio River Valley and Midwest; (3) Surface high pressure typically leads the
upper air ridge axis by a quarter of a wavelength so that the center of surface high
pressure is overhead when the upper air ridge is west of Maryland. With high pressure
overhead, temperatures increase, pressure gradients are weak and surface winds are light.
This allows local pollutants to accumulate and mix with pollutants transported into the
area aloft.

Summer PM, s Episode: July 15-22, 2002

The interaction of weather with PM; 5 in the summer season will be shown with
reference to a strong PM, s episode during July 2002. This episode is chosen because it
met the criteria for severe PM; s events (Appendix D) and enhanced PM; s monitoring
was carried out in Maryland during that month with the Essex site obtaining daily PM; s
speciation data. Each high PM, 5 event is, of course, slightly different, but this event
featured most of the key factors. Enhanced PM; s levels were observed from July 15-22
(Figure 31). Peak concentrations exceed 50 ugm™ on July 17-18 and, while enhanced on
the other days of the episode, are in the 20-30 pgm™ range. In addition, mean statewide
and peak concentrations are quite close in magnitude, an indication of the regional scale
of this event.
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Figure 31. Daily PM; s concentrations in Maryland during the high PM, 5 episode of July,
2002. Concentrations from the monitors with the maximum PM,; s is given in blue and
the average of all Maryland monitors in red.

The weather conditions associated with this episode are similar to the standard
form with an upper air ridge of high pressure to the west (Figure 32), surface high
pressure overhead (Figure 33) and generally west to northwest transport of pollutants
(Figure 34). Ozone is enhanced throughout the period (Figure 35) as expected for this
weather pattern. Note, however, that O3 concentrations show little day-to-day variability
when compared to PM; s.
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Figure 32. NCEP analysis of 850 mb weather variables for 1200 UTC on July 16, 2002.
Contours are geopotential height, with station data showing height, temperature, dew
point depression, height tendency and wind speed and direction.

Figure 33. NCEP surface analysis for 1200 UTC on July 18. 2002.
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Figure 34. HYSPLIT back trajectories terminating at BWI for 0000 UTC on July 19,
2002. Trajectories are for 24-hours of travel and terminate at 500 (green line), 1000 (blue
line) and 1500 (red line) meters agl.
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Figure 35. Peak O; (8-hour average) in Baltimore and PM; s (24-hour average) in
Maryland for July 15-23, 2002.



What accounts for the strong peak in PM; s concentrations? From the Essex data,
it is apparent that the peak in PM; s concentrations is associated with increased sulfate
levels. The key source of sulfate is coal combustion and it appears that the westerly
transport during that period introduced significant sulfate levels to Maryland. Hourly
observations on July 18-19 show that PM; 5 concentrations tended to rise (Eigure 36)
during the well mixed afternoon hours indicative of high pm concentrations in the
residual layer aloft. Daily speciated PM, s observed at Essex, Maryland (Eigure 37)
show that nearly all of the observed increase in PM; 5 during July 18-19 is due to
increases in ammonium sulfate. Hourly observations on July 18-19 show that PM; 5
concentrations rose during the well mixed afternoon hours (Figure 36) indicative of
significant PM; s within the residual layer aloft. Daily speciated PM; s observed at Essex
(Figure 37) shows that nearly all of the increase in pm on July 18-19 is due to increases
in ammonium sulfate.
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Figure 36. Hourly PM; 5 concentrations at Old Town, Maryland for July 18-19,2002.
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Figure 37. Daily average concentrations of speciated PM; 5 observed at Essex, Maryland
for July 11-28, 2002.

In summary, summer season PM, 5 episodes feature weather patterns quite similar
to high O; events. Westerly transport aloft provides a rich source of regional scale PM; s
and its precursors and light near surface winds allow local emission to accumulate as well.
On the most extreme PM,; s days, evidence suggests that the bulk of the excess PM, s is
composed of sulfate compounds.



Winter Season PM, s Episodes

High PM; 5 days are less frequent in winter than summer (Table 2) and, while
having many similar characteristics with respect to weather patterns, are also more
complex with respect to PM; 5 constituents. This difference may have implications for
the efficacy of control strategies.

Frequency of Days with Maximum
PM, 5> 35 ugm>

Season Number of Days | Percentage
DJF 42 29%
MAM 14 10%
JJA 66 46%
SON 22 15%
Total 144 100%

Table 2. Breakdown of high PM, s days in Maryland by season for the period 2000-2005.

The most important difference in winter season cases is the greater likelihood of
stagnation occurring during the pollution episode. In Figure 38 and Figure 39,
composite plots of average weather conditions during winter season high PM; s cases
during 2000-2003 are shown. The average sea level pressure field (Figure 38) shows a
lobe of high pressure centered over the Atlantic coastal region. Weak pressure gradients
are associated with high pressure overhead and this leads to light and variable near-
surface winds. In Figure 39, very light winds near the surface (1000 mb) winds are
associated with locations near the high pressure center. For the 9o™ percentile PM; s
winter season cases (2000-2005), average surface wind speeds at BWI are 55% less than
those observed for the remaining winter season cases. The greater frequency of
stagnation in winds aloft during winter season high PM, s cases was previously remarked
upon in the discussion of back trajectories (Figure 26 and Figure 28).
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Figure 39. As in Figure 39 but for 1000 mb mean wind speed.



Another important feature of winter season high PM, 5 cases is the presence of a
very strong near surface inversion. In the summer months, full sun and attendant strong
heating of the earth’s surface allows deep vertical mixing beginning during the late
morning hours. The air mass mixed downward, as discussed above, is not always clean
and, in fact, may be laden with sulfate in the “right” (westerly transport, high humidity)
conditions. Figure 23 showed that, on average, in high summer PM, 5 cases, mixing
tends not to lower PM, 5 concentrations. In winter, however, while the air mass aloft is
typically cleaner than near-surface air parcels, vertical mixing is often quite limited. As a
result, although cleaner is mixed downward during the day, it occurs later and often for a
very short period. Vertical mixing in winter is limited by weaker solar isolation and can
be further reduced in the presence of snow cover. Snow cover, highly reflective, keeps
the surface cool and, if warm air advection is occurring above the surface, leads to strong
and long lasting morning inversions. This winter season effect is also shown in Figure
23. In winter, PM; s tends to peak in the late morning and early afternoon hours,
indicative of limited mixing. Concentrations fall off as mixing finally occurs but only for
a few hours until the sun sets and mixing ceases.

Overall, the combination of light winds and limited vertical mixing during winter
season events can lead to a more local scale “signature” of pollutants. During summer
episodes, sulfate is typically the dominant pollutant, but in winter, organic carbon and
nitrates, characteristic of motor vehicle emissions and home heating, become more
important. The mix of local and regional effects can vary from episode to episode.
These differences are highlighted in the discussion of two winter season episodes that
follow.

February 19-21, 2003

This episode followed a coastal storm and heavy snow event on February 16-17. Highest
PM, s concentrations occurred during the period February 19-21 (Eigure 40). This
episode is characterized by a stable air mass, extended periods of near surface stagnation,
and transport from the west to southwest. The stability of the boundary layer is, in part,
due to a significant snow pack that followed the coastal storm and heavy snow event.
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Figure 40. Daily maximum (solid blue line) and mean (dashed red line) PM; 5
concentrations for the State of Maryland for the period February 17-22, 2003.

As is common in most winter season PM; s cases (Figure 38), surface high pressure is
overhead (Figure 41). The snow cover, noted above, results in a very strong surface-
based inversion (Eigure 42). A strong inversion and light winds leads to a typical winter
season PM; 5 diurnal profile (Figure 43) with enhanced morning rush hour concentrations
lasting until noon.
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Figure 43. Hourly PM; 5 concentrations at Old Town, Maryland for February 19, 2003.

High pressure overhead results in very light winds at BWI with average daily
wind speeds only 34% of the winter average. Light surface winds tends to allow local
pollutants to accumulate. In addition, relative humidity averaged 85% during the heart of
the episode (45% higher than average winter conditions). High relative humidity and
cool weather makes for very efficient conversion of NOy to particulate nitrate. With
significant local motor vehicle and home heating sources near Baltimore, additional
increases in PM; s from nitrate is expected. In addition, westerly to southwesterly
transport was a factor throughout the episode (Figure 44). Westerly transport is
characterized by a strong sulfate component. As a result, this episode is a combination of
both local and regional impacts. Speciated PM, s measurements are available at Essex
and Washington DC only for February 20™. All PM, s constituent are enhanced during
this event in the range of 2-7 ugm™ above their winter season averages. Relative to
winter average concentrations, SO4 shows the biggest relative increase — three times
normal — although absolute concentrations are only 9.7 pgm™. Organic carbon (OC) is
the largest absolute contributor to PM, 5 on this day with concentrations (depending on
the k factor applied) of 13-17 pgm™. NOs is also enhanced and reaches 4.8 pgm™.
Observations in Philadelphia show similar concentrations but with a stronger NOs
component (8.6 ugm™) with OC again forming the largest part of the observed PMs s.
Concentrations from the IMPROVE monitor in Washington DC for the entire year are



shown in Figure 45. During this period, and through the winter months, the highest
PM, s cases, marked “W” for the worst air quality days, is a combination of enhanced
sulfate and nitrate.
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Figure 44. HYSPLIT back trajectories terminating at BWI for 0000 UTC on February 19,
2003. Trajectories are for 24-hours of travel and terminate at 500 (green line), 1000 (blue
line) and 1500 (red line) meters agl.
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Figure 45. Daily speciated PM, s concentrations from the Washington, DC IMPROVE
monitor for 2003. Labels “W” and “B” represent the worst and best air quality days
during the year.

January 12-15, 2001

The highest PM; s concentrations during this episode were observed in Maryland
from January 12-15 while, region-wide, the peak of the episode occurs on January 14
(Eigure 46). In the synoptic scale, the episode is characterized by surface high pressure
over the region consistent with the winter average conditions (cf. Figure 38 and Figure
47). The keys to the episode are westerly transport in the onset stage, followed by re-
circulation and moistening of the air mass in the mature stage.

The onset of the episode was characterized again by westerly transport (Figure 48). By
the morning of the 13", PM, 5 is strongly enhanced regionwide (Figure 49) and a strong
morning inversion keeps concentrations high until noon. By January 14" stagnation
becomes pronounced. The 48-hour back trajectory in Figure 50 suggests that the air
mass advected from the west on January 12" lingers over Maryland through the 14",
Surface weather observations at BWI show the extent of the stagnation. While average
winds during the afternoon hours on January 12" are ~ 6 ks, they fall off to 2 kts or less
from the 13" through the 15™ — the period of high PM, 5 concentrations. In addition,
relative humidity, which favors nitrate and sulfate formation processes, increases through
the period as well (Figure 51). A strong surface based inversion is again present (Figure
52). While no STN data is available for this period, IMPROVE monitor in Washington
DC does provide data for January 13 (Figure 53). PM;son January 13 is the highest
concentrations during the winter monthis in Figure 54 and the large nitrate contribution is
consistent with high humidity, stagnation, local scale event driven by motor vehicle and
home heating emissions.
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Figure 46. Daily maximum PM,; 5 concentrations for the State of Maryland for the period
January 11-16, 2001.

Figure 47. NCEP surface analysis for 1200 UTC on January 13. 2001.
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Figure 48. HYSPLIT back trajectories terminating at BWI for 1200 UTC on January 12,
2001. Trajectories are for 24 hours of travel and terminate at 500 (green line), 1000 (blue
line) and 1500 (red line) meters agl.
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Figure 49. Hourly PM, s concentrations at Old Town, Maryland for January 13, 2001.
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Figure 50. HYSPLIT back trajectories terminating at BWO for 0000 UTC on January 14,
2001. Trajectories are for 48 hours of travel and terminate at 500 (green line), 1000 (blue
line) and 1500 (red line) meters agl.
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Figure 51. Daily average relative humidity (%) at BWI (red line, right axis) and mid-day
(1500-2100 UTC) average wind speed for January 11-16, 2001.
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Figure 52. Skew-T diagram giving vertical temperature (red line) and dew point
temperature (blue line) observations from the 1200 UTC balloon ascent at Dulles
International Airport (IAD) on January 14, 2001. Winds are given in the right margin.
Each half-barb is 5 knots, solid pennants are 50 knots.
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Figure 53. Daily speciated PM, s concentrations from the Washington, DC IMPROVE
monitor for 2001. Labels “W” and “B” represent the worst and best air quality days
during the year.



Conclusions

This report summarizes observations of fine particulate matter with an aerodynamic
radius of < 2.5 pum, also known as PM, s, in the State of Maryland during the period
2000-2005. Average PM, s concentrations for this period at monitors across Maryland
range from 12-17 pugm™ with the highest concentrations observed at urban scale sites.
Although urban monitors observe the highest concentrations, all Maryland PM s
monitors are strongly correlated and the correlation between monitors is highest during
the summer season.

The data summary indicates that PM, s is ubiquitous in Maryland, is not an
overwhelmingly urban pollutant, and that all locations share in a common, regional scale
“load” of PM3 5. Although there is no fool-proof method to quantify the regional scale
“load” of PM; s, comparisons of urban, suburban and remote rural monitors suggest that
the regional component of PM, 5 accounts for roughly 60-75% of the total observed PM, s.
This fraction increases to 80-90% during the summer season.

PM,; s concentrations peak during the summer season (June-August) in Maryland
although urban scale sites also have a secondary maximum during the winter (December-
February) months. The summer maximum are driven primarily by increases in the
amount of sulfate while winter season peaks are driven more by increases in nitrogen and
carbon compounds. PM; s concentrations also vary by the day of the week, on the order
of 2-3 ugm™, with highest concentrations occurring near the end of the work week and
lowest concentrations on Sunday. This reflects day of week differences in motor vehicle
and industrial emissions. While average concentrations do not vary significantly by the
day of the week, the frequency of high PM; s concentrations days (90th percentile) is
much greater during the work week.

PM, s concentrations have a daily (diurnal) cycle with highest concentrations during
the morning and afternoon rush hours, when emissions are highest and vertical mixing is
weakest, and lowest concentrations during the well-mixed (diluted) afternoon hours.

The diurnal cycle is markedly different for the most severe (90™ percentile) cases. In
those cases, the mid-day dilution effects are less evident so that concentrations remain
nearly unchanged through the daylight hours. This effect is more pronounced in the
summer months and suggests that the air aloft, which mixes downward in the afternoon,
is heavily laden with transported PM,s. The highest PM, s cases are characterized
overwhelming by westerly transport of air parcels although, in winter, there is a
secondary maximum of cases where re-circulation, or stagnation, occurs. Observations at
rural monitors west of Maryland show that, on the worst PM; s days, this air mass is
primarily made up of sulfate particles.



Appendix A: Assessment of FRM Data

Compliance with the PM; s NAAQS is based on observations made by
gravimetric filters using the Federal Reference Method (FRM). Due to cost constraints,
only a fraction (~ 20%) of all FRM monitors report daily with the remainder reporting
every third day. For Maryland, typically 10-17 FRM monitors report every third day
with only 3 monitors (all near Baltimore) reporting daily. This discontinuity in sampling
frequency may introduce problems in statistical analyses — particularly in the analysis of
statewide concentrations and the analysis of episodic high PM; s episodes. Overall, the
high sampling frequency cases tend to observe higher PM; s concentrations (Table A1)
suggesting that the data collected on these days are qualitatively different from the low
sampling days. This task will assess whether there are statistically significant differences
between the high sampling frequency (3rd day) and low sampling frequency (days 1 and
2) cases.

Complicating any analysis of PM, s data, particularly daily peak concentrations, is
the non-normal distribution of the observed data. As shown in Figure A1, the distribution
of daily peak 24-hour average PM, 5 concentrations in Maryland, as well as 24-hour
concentrations at any single monitor within the state, is highly skewed. Basic statistical
measures for statewide maximum PM; s and a Baltimore monitor (Old Town) are given
in Table Al. The large difference between mean (17.7 pgm™) and median (15.5 pgm™)
concentrations for the statewide maximum concentrations is an initial clue that the
distribution is not normal. Skewness and kurtosis measures are generally used to
diagnose differences from normal in any given distribution. Skewness is a measure of the
symmetry of the distribution about its mean. If skewness is significantly non-zero, the
distribution is asymmetric. A standard threshold above which the skewness coefficient is
considered significant is if the absolute value of the skewness coefficient divided by the
standard error of skewness (SES) is > 2. The SES is typically defined as (6/n)”*, where n
is the number of cases in the sample. For both statewide monitors and Old Town, and all
other monitors as well, the absolute values of skewness/SES are well in excess of 2 and
thus the distribution is asymmetric. The positive value for skewness means that the
distribution is dominated by a strong “right tail” of high PM, 5 concentrations.! Kurtosis
is a measure of whether the center of the distribution is strongly “peaked”. Positive
kurtosis means that the distribution is more peaked, that is, less smooth and bell shaped,
than the normal distribution. The kurtosis coefficient is considered significant, and the
sample distribution significantly different from normal, if the measure of kurtosis divided
by the standard error of kurtosis (SEK) is > 2. The SES is defined as (24/n)”. In this
case, the kurtosis measure is significantly positive meaning the sample distribution is
more centrally peaked than normal. In summary, the statewide maximum PM; s
distribution, and individual monitors as well, are significantly different from normal. The
distribution is asymmetric, with a strong right tail, and strongly peaked.

As an aside, Figure A2 shows that a natural log-transform of the PM; s data is
sufficient to approximate a normal distribution. To the extent that this dataset is used for
PM, 5 forecast algorithm development using linear regression techniques, a log transform
of the predicand is necessary for best results.



The results above raise a number of issues. First, they call into question the
usefulness of mean concentrations as the NAAQS for PM,s. The NAAQS is based on
yearly mean measures yet, in a highly skewed distribution, mean concentrations tell little
about the nature of the observed distribution. In this case, the mean value is strongly
affected by the high PM; 5 outliers and does not accurately reflect the “usual” PM; s
exposure of the population. For example, if the highest 5" percentile (> 37.2 pgm™) is
excluded from the Old Town monitor, mean concentrations fall from 16.7 pgm™ (above
the NAAQS of 15.5 pgm™) to only 14.5 pgm™. Second, and of more importance for the
present task, the usual statistical measures of whether two samples are drawn from the
same population are not applicable when the distributions are not normal.

In this case, therefore, the appropriate statistical test must be non-parametric.
That is, the test must be applicable without assumptions as to the shape of the distribution.
The most common non-parametric test to determine if two samples are from the same
distribution is the Komolgorov-Smirnov (K-S) test. The K-S test statistic (Ds) looks for
the largest difference, in absolute value, between the distributions of two samples of data.
In specific, Dy is the largest difference between the empirical cumulative distribution
functions of the two samples. If Dy is sufficiently large, the null hypothesis, that the two
samples come from the same distribution, can be rejected. The critical level of Dy
depends on sample size (Wilks, 2006). In Figure A3, a rough illustration of the Ds
statistic is shown. The largest difference in our data appears to occur in the extreme of
the distribution — the highest PM, s cases.

The D; statistic is given below for two samples of n and m observations. The null
hypothesis that two samples come from the same distribution is rejected at a * 100% if:

o[ )

In this case, the small frequency cases (1 and 2 day observations) have 1381
members (N) and the large frequency cases (3" day observations) have 727 members (m).
Using results from the SYSTAT statistical software package two-sample K-S test, Dy =
0.1018 for these samples and the null hypothesis is accepted at p = 0.0001. As a result,
the null hypothesis is accepted at a 99.9% likelihood and the high and low frequency
samples can be considered to derive from the same distribution.

Given this result, we are able to make use of the entire statewide dataset of low
and high frequency sampling cases in the succeeding analyses. It also gives forecasters a
much larger (3x) database from which to train statistical forecast algorithms. In the
analyses of statewide PM, s that follows in Tasks 3 and 4 of this report, the entire daily
database will be used except where otherwise noted.



Maryland Statewide Daily Maximum PM;s

2000-2005
High Sampling Frequency Low Sampling Frequency
(Every 3" Day) (Days 1 and 2)
Median 17.0 14.8
Mean 19.0 17.0
90" %ile 33.3 29.5
95" %ile 39.2 36

Table Al. Basic statistical measures for statewide maximum PM, s for every third day
when all FRM monitors report and other days when only daily FRM monitors report.
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Figure Al. Daily maximum PM; s concentrations (24-hour average) from all FRM
monitors in the State of Maryland.
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Figure A2. Probability plots for statewide maximum daily PM, 5 concentrations and
normal distributions given same mean and standard deviation. Top panel: Unmodified
statewide PM; s concentrations. Bottom panel: Statewide PM; s concentrations



transformed by the natural log function. The log-transformed PM, 5 data best
approximates a normal distribution.

Maryland PM; s
2000-2005
Basic Statistical Measures
Statistical Measure Statewide Old Town
N 2107 1918
Median 15.5 14.7
Mean 17.7 16.7
Standard Deviation 9.8 9.2
Skewness 1.49 1.19
Standard Error of Skewness (SES) 0.05 0.06
Kurtosis 3.78 1.67
Standard Error of Kurtosis (SEK) 0.11 0.11
Skewness/SES 29.8 19.8
Kurtosis/SEK 34.4 15.2

Table A2. Statistical summary for statewide daily maximum PM, s and for the monitor
at Old Town in Baltimore.
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Figure A3. Example of the D; measure used in the K-S two sample test.



Footnotes

1. The conventional moments based measure of symmetry, the skewness coefficient,
is based on the cube of the difference between any data point and the mean. As a
result, the measure is criticized as neither statistically robust nor resistant. The
measure is, in particular, sensitive to the influence of outliers due to the cubic
function. An alternative measure of symmetry that is more resistant is the Yule-
Kendall Index:

Yyk = (Qo2s— 2% Qo2s + o.25)/IQR

Where (, is the nth percentile of the data and IQR (inter-quartile range) is
the difference between the 75™ and 25™ percentile.

In this case, Yyx = 11.9 which corroborates the skewness coefficient results above
that concluded that the sample distribution was asymmetric.
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Rural
Monitors
AQS Code
240430009
420990301
420270100
511390004
540890001

Appendix B: FRM Stations

Locations State
Hagerstown MD
Little Buffalo SP PA
PSU Arboretum PA
Luray VA
Keeney Knob wv

Maryland Monitors

240030014 Davidsonville

240251001 Edgewood

240053001 Essex

240150003 Fair Hill

245100035 FMC-Curtis Bay

245100006 North East Police

245100007 North West Police

245100008 South East Police (6/01 - current)

245100049 Westport Elem

240031003 Glen Burnie

240430009 Hagerstown

245100040 Old Town

240051007 Padonia

240032002 Riviera Beach

240313001 Rockville

240330030 HU-Beltsville (8/04 > current)
Prince Geo. Equest. (5/02 -

240338003 current)

240330002 Greenbelt GSFC (7/02-4/04)

BCC = Baltimore (Urban) Monitors

240053001
245100006
245100007
245100008
245100035
245100049
245100040

Essex

North East Police

North West Police

South East Police (6/01 - current)
FMC-Curtis Bay

Westport Elem

Old Town

BFA = Baltimore Forecast Area

240053001
245100006
245100007
245100008

Essex

North East Police

North West Police

South East Police (6/01 - current)



245100035
245100049
245100040
240030014
240251001
240150003
240031003
240051007
240032002

FMC-Curtis Bay
Westport Elem
Old Town
Davidsonville
Edgewood

Fair Hill

Glen Burnie
Padonia
Riviera Beach

BMA = Baltimore Metropolitan Area

240053001
245100006
245100007
245100008
245100035
245100049
245100040
240251001
240150003
240031003
240051007
240032002

Essex
North East Police
North West Police

South East Police (6/01 - current)

FMC-Curtis Bay
Westport Elem
Old Town
Edgewood

Fair Hill

Glen Burnie
Padonia
Riviera Beach

DCSUB = Washington DC Suburban

240030014
240313001
240330030

240338003
240330002

Davidsonville

Rockville

HU-Beltsville (8/04 > current)
Prince Geo. Equest. (5/02 -
current)

Greenbelt GSFC (7/02-4/04)

MDSUB = Maryland Suburban

240030014
240313001
240330030

240338003
240330002
240251001
240150003
240051007
240032002
240031003

Davidsonville

Rockville

HU-Beltsville (8/04 > current)
Prince Geo. Equest. (5/02 -
current)

Greenbelt GSFC (7/02-4/04)
Edgewood

Fair Hill

Padonia

Riviera Beach

Glen Burnie



Appendix C: Location of Selected Maryland FRM Stations

This document is in Power Point format and can be accessed at:
http://www.meteo.psu.edu/~wiryan/mde/frm-monitors.ppt



http://www.meteo.psu.edu/~wfryan/mde/frm-monitors.ppt

Appendix D: Episode Selection
Episodes Selected

January 12-15, 2001
June 26-30, 2001
August 5-10, 2001
July 18-22, 2002
February 19-21, 2003
June 25-30, 2003
October 8-10, 2003
July 20-22, 2003
August 11-14, 2005

Criteria:

1. No more than 10 episodes in initial selection.

. Episode spans > 3 days.

Episode days must be within the 9o percentile of the maximum and mean PM; s

distributions statewide.

4. Episodes do not include major (fireworks) holidays of New Years and July 4™,

5. Single monitor Code Orange peak concentrations must occur on at least 2 days
during episode.

6. More than 2 monitors must exceed the Code Orange threshold during the episode.

w N

Discussion of Criteria

Criteria 1

A full analysis of multi-day pollution episodes are time consuming. Criteria 1 sets a limit
on the number of episodes that is proportional to the effort that can be applied. In this
case, nine are sclected. As is often the case, full data is sometimes not available to
analyze each possible episode so that the final number of episodes analyzed will likely be
somewhat smaller - in the range of 7-8.

Criteria 2

As will be noted in more detail in the final report, the bulk of all high PM, 5 episodes
occur in multi-day episodes. This reflects, in part, the dependence of PM, 5 on
meteorological conditions. In addition, single day “spikes” in PM; s concentrations can
often be due to local scales effects that are difficult to analyze at the resolution available
from archived materials. This also helps to remove cases that are dominated by mainly
local scale effects. Longer time scale events can be influenced by synoptic scale (2-5 day)



weather patterns that are well resolved by archived weather data. Finally, making the
episodes extend at least three days makes sure that at least one large sampling frequency
day (every third day is a large sample observation) is included. This is particularly true
in Maryland as all the daily monitors are grouped close to center city Baltimore and may
not always reflect regional conditions.

Criteria 3

The days in the selected episodes must be within the 90" percentile of the maximum and
mean concentrations statewide. Because of the differences in sampling frequency, this
criteria is relaxed for maximum concentrations so that if one day within an episode does
not reach the 90" percentile but is bounded on both sides by cases which do reach the
criteria, the episode is still considered. For example, if July 17, 19, 20 and 21 are above
the 90" percentile, and the 18" is not, the episode is considered to extend from July 17-21
as a 4 day episode. For the episodes selected above, 37 of 39 days were within the 90"
percentile of the mean statewide concentrations.

Criteria 4

Some of the highest PM; 5 cases occur on days of fireworks displays (December 31-
January 1, July 4). Although multi-day episodes may still occur that include one of these
days and, therefore, not totally influenced by fireworks, it is difficult to separate the
different effects and so these cases have been excluded.

Criteria 5-6

A fairly large (~ 16) set of episodes met Criteria 1-4, so that Criteria 5-6 were added to
limit the number of episodes. Both Criteria 5 and 6 add a short term severity measure to
the selection that is otherwise dominated by longer term, regional effects.
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